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A B S T R A C T

Dynamic viewpoints offer effective visual feedback in teleoperation for construction, where tasks often require 
precise manipulation during frequent viewpoint adjustments. However, the comparative performance of various 
dynamic viewpoint control techniques remains unclear. This paper investigates the impact of dynamic viewpoint 
control techniques on task performance and user experience during teleoperation in construction. A user study 
was conducted in a remote welding-at-height scenario with 20 participants, including experienced welders and 
university students, to compare five techniques: (1) coupled vision-motion, (2) decoupled vision-motion with 
hand or head motion-based control, and (3) hybrid vision-motion with manual or automatic switching. Results 
showed that decoupled vision-motion with head motion-based control outperformed other techniques in task 
efficiency and user preference. Hybrid vision-motion with manual switching was more effective than decoupled 
vision-motion in contexts involving occlusions, reducing physical demand and enhancing welding quality. Based 
on these findings, guidelines are proposed for viewpoint control in teleoperated construction robots.

1. Introduction

Teleoperation has become integral to a wide range of construction 
applications [1–4], offering advantages such as adaptability to dynamic 
conditions by combining human and robotic capabilities [5] and rela-
tively simple technological setup requirements [6]. Previous work has 
focused on enhancing teleoperation systems for construction robots by 
improving telerobotic control systems [7], developing methods for 
compensating for latency [8], and designing effective visual feedback 
interfaces [1,2]. In particular, researchers have identified visual feed-
back as a major factor affecting a user's situational awareness, which is 
critical for safety and productivity during teleoperation in construction 
[9–13].

Among visual feedback methods for supporting teleoperation, we 
focus on dynamic viewpoint control. This approach plays a crucial role 
in supporting teleoperation, as it determines how users view the remote 
workspace, where the viewpoint should be located, and how it should 
change during tasks. Coupled vision-motion links the user's viewpoint to 
the robot's movements, offering intuitive control and improved hand- 
eye coordination. However, it can lead to a limited field of view and 
increased user fatigue due to the “soda straw” effect, where the narrow 

viewing angle makes it challenging to understand the broader envi-
ronment [14]. In contrast, decoupled vision-motion allows independent 
control of the camera and the robot, providing a more comprehensive 
view of the workspace and reducing cognitive load from constant ad-
justments. Yet, this approach can complicate control, as simultaneously 
managing both the camera and the manipulator can be demanding, 
especially for novice users. Hybrid vision-motion seeks to balance these 
trade-offs by allowing users to switch between coupled and decoupled 
control techniques. This flexibility provides opportunities in construc-
tion tasks that include various phases, potentially enabling users to 
leverage the advantages of both techniques depending on the task phase 
and specific needs.

Although the aforementioned viewpoint control techniques are 
deemed promising for teleoperation, selecting the appropriate view-
point control technique for supporting construction tasks is not trivial. 
Previous work suggests both the strengths and weaknesses of each dy-
namic viewpoint control technique on telerobotic setups with short- 
duration and simple tasks, such as pick-and-place [15,16] or end- 
effector positioning [10], but there is still limited understanding of 
their comparative performance in construction settings. Construction 
tasks introduce unique challenges to viewpoint control due to their need 
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for high levels of hand-eye coordination and fine manipulation [17], 
issues that become more salient when applied to complex and skill- 
intensive tasks such as pipe-fitting [2], brick-laying [18], or welding 
[19]. Welding, in particular, involves frequent adjustments in viewpoint 
to maintain optimal visibility of the weld pool and surrounding areas 
including the wire tip [20–22]. Moreover, welding requires precise 
manipulation of the welding torch while adapting to changing view-
points, which plays a crucial role in determining the quality of the weld 
[6]. Therefore, obtaining systematic knowledge of the comparative 
performance of dynamic viewpoint control techniques during tele-
robotic welding can not only help identify best practices for viewpoint 
control in remote welding, but also offer insights into addressing the 
broader challenges of teleoperation in construction, which require pre-
cise manipulation during frequent viewpoint adjustments.

In this work, we investigate the impact of dynamic viewpoint control 
techniques on task performance and user experience during tele-
operation in construction. We designed an application scenario in a 
simulated environment using virtual reality (VR), which involves a ro-
botic welding system at height on a construction site (Fig. 1A) and a 
worker equipped with a head-mounted display (HMD) operating the 
system from a remote location (Fig. 1B). The system includes a mobile 
lift and two robotic arms controlled by a single worker. The setup fea-
tures a dynamic viewpoint with a second “camera-in-hand” robot arm 
(hereafter, camera arm) behind the “manipulation” robot arm (here-
after, manipulation arm), which is a similar physical setup to those used 
in previous studies on dynamic viewpoint using robotic arms [12,23]. 
The manipulation arm is equipped with a gas metal arc welding 
(GMAW) tool, commonly known as a metal inert gas (MIG) welding tool 
(Fig. 1C), and the camera arm is equipped with an RGB-D camera.

This study presents the results of our user study with 20 participants, 
including experienced welders (N = 10) and university students (N =
10), comparing five viewpoint control techniques: (1) coupled vision- 
motion, (2) decoupled vision-motion with hand motion-based view-
point control, (3) decoupled vision-motion with head motion-based 
viewpoint control, (4) hybrid vision-motion with manual switching, 
and (5) hybrid vision-motion with automatic switching. These methods 
were compared based on task completion time, weld coverage ratio, 
path deviation, trajectory length, number of collisions, perceived 
cognitive load, perceived usability, and user preference.

There are four main contributions of this study. First, we provide an 
empirical evaluation to compare dynamic viewpoint control techniques 
specifically for teleoperation in construction, focusing on welding as an 
application scenario. Through both quantitative and qualitative anal-
ysis, we closely examine task performance and user experience during 
teleoperation with dynamic viewpoint control. Second, we present a 
technical demonstration of dynamic viewpoint control techniques for a 
telerobotic welding system, including the hybrid vision-motion. To our 
knowledge, this is among the first studies to explore hybrid vision- 

motion for viewpoint control in construction. Third, through a user 
study including both novice and expert users, we identify that differ-
ences in user preferences for viewpoint control techniques vary 
depending on the level of expertise in welding. Fourth, based on the 
results, we discuss practical implications for viewpoint control for 
teleoperated systems in construction.

2. Related works

Our work builds on previous work on teleoperation in construction, 
viewpoint control techniques for teleoperation, the opportunities and 
challenges of hybrid vision-motion, and telerobotic welding technolo-
gies in construction.

2.1. Teleoperation in construction

Teleoperation, the remote control of robots or machines by human 
operators [24], has been widely adopted in construction due to its ability 
to mitigate human risks in high-risk scenarios [24], such as demolishing 
structures [7] and working at heights [25]. By combining human 
adaptability with robotic precision, teleoperation is particularly ad-
vantageous in the dynamic and often unpredictable conditions of con-
struction, where tasks frequently require on-the-fly adjustments [5,26]. 
Owing to these benefits, teleoperation has become a primary control 
technique in a wide range of construction applications, including ex-
cavators [1], cranes [4], and industrial manipulators or collaborative 
robots [2,3]. In this study, we focus on remote manipulation, also 
referred to as telemanipulation, tasks in construction.

However, implementing telemanipulation in construction presents 
several challenges. Challenges identified in previous work include time 
delays (latency) between control input and system output [27], vari-
ability in operator proficiency [9], and ensuring operator safety from 
potential collisions [28]. Moreover, due to the unstructured and dy-
namic nature of the work environment, providing environmental 
awareness without imposing cognitive load is particularly challenging 
for teleoperation systems in construction [9]. To address these chal-
lenges, previous work has presented various enhancements, such as 
improved control systems [7], latency compensation techniques [8], and 
more effective interface designs [2,3,29–31].

While these studies have contributed to the significant enhancement 
of the overall performance and user experience during telemanipulation 
for construction tasks, there has been relatively less emphasis on the 
user's dynamic viewing strategy in the construction domain. Although 
the user's perspective has been shown to significantly impact situational 
awareness and task performance [11], understanding of how users 
should view the remote workspace, where the viewpoint should be 
located, and to what extent the viewpoint should change during tasks 
has yet been limited to static viewing strategy, where the positional 

Fig. 1. Application scenario in this study. (A) Robotic welding system with a mobile lift and two robotic arms (the camera arm and the manipulation arm), controlled 
by a single worker. (B) A welding worker with an HMD teleoperates the system from a remote location. (C) Operator's view through the HMD. The worker teleo-
perates the manipulation arm with an MIG-welding gun and is provided with a remote view from the camera arm with an RGB-D camera.
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movement of the viewpoint remains relatively constrained [1,28,32]. 
One notable example is Kamezaki et al. [33], in which the authors 
present an autonomous multi-flying camera system (FCS) for supporting 
4-degree-of-freedom (DoF) excavator during locomotion and manipu-
lation tasks in a simulated disaster response site. The autonomous FCS 
ensures consistent image projection by avoiding frequent changes in 
capturing parameters and provides complementary images that reduces 
the need for mental rotation and translation. Our work builds upon their 
work by implementing higher DoF robots for both camera control and 
fine manipulation, utilizing a wider range of state-of-the-art dynamic 
viewpoint control techniques leveraging immersive technologies.

2.2. Viewpoint control techniques for teleoperation

Visual support is critical for the success of teleoperation, as it directly 
impacts situational awareness [13]. This is why the techniques to pro-
vide high-quality views of the remote workspace have long been a focus 
of study in the field of robotics, particularly in robot teleoperation. 
While multiple static cameras are widely applied for teleoperation of 
excavators [33] and cranes [4] in construction, this approach requires 
users to integrate information from various perspectives, which can 
increase cognitive load and task complexity [12]. Additionally, setting 
up multiple static cameras is often impractical due to variations in task 
and environments, and may not be feasible during robot deployment 
[13]. To address these challenges, previous studies have explored dy-
namic viewpoint techniques using external cameras on unmanned aerial 
vehicles (UAVs) [13,33] or robotic arms [12,15,16,23,34,35]. These 
techniques can be categorized into two main approaches: (1) decoupled 
vision-motion and (2) coupled vision-motion.

Decoupled vision-motion allows users to observe the robot's actions 
(motion) from a separate viewpoint (vision), independent of any teth-
ering to the robot [11]. Manually controlling a decoupled camera has 
been widely used in scenarios such as the teleoperation of spacecraft 
docking [36], pick-and-place tasks [15,16], and UAV-UGV teams [37]. 
However, in many telerobotic applications, manually operating a dy-
namic camera increases operator workload and reduces teleoperation 
performance [13]. Moreover, managing both an external camera system 
and a manipulator can be confusing for novice users and may require 
substantial training for effective use. An alternative to manual control is 
to use head motion for dynamic viewpoint control, employing head 
tracking system based on vision sensors [38] or HMDs [39] to allow 
hands-free camera operation. However, head rotation relative to the 
display (i.e., view rotation) can increase cognitive load, especially when 
viewed on a screen [10,40].

In contrast, coupled vision-motion directly links the user's viewpoint 
(vision) to the robot's movement (motion), allowing users to view the 
scene through the “eyes” of the robot [11]. Viewpoint cameras can be 
attached and coupled to various parts of a robot, such as the elbow joint, 
wrist joint, and end-effector [41]. While this common coupled vision- 
motion approach simplifies coordination between viewpoint and con-
trol, the field of view is often restricted, which can lead to decreased task 
performance and user fatigue. This is widely known as the “soda straw” 
or “keyhole” effect, in which operators struggle to understand and 
comprehend the remote environment due to a limited viewing angle 
[14]. Moreover, controlling the foreign viewpoint of the robot, such as 
cameras attached to elbows or hands is counterintuitive for humans 
accustomed to the natural viewpoint control motions of human eyes, 
potentially causing frustration [41]. Orbital cameras are a common yet 
effective variant in the literature [10,42]. Kuitert et al. [10] proposed 
orbital head-mounted display that utilizes head rotation tracking in an 
HMD to command camera movement in azimuth and elevation di-
rections around a fixation point located at a robot's end-effector, out-
performing the standard HMD interface in perceived usefulness.

Recent research has introduced viewpoint adjustment methods that 
optimize viewpoints using a set of heuristics [12,13,15,23,33–35]. 
These methods have shown promise in providing effective viewpoints 

that avoid occlusions in cluttered remote workspaces and prevent po-
tential collisions with the environment. However, in construction set-
tings, the unstructured and fluctuating nature of tasks requires frequent 
workspace exploration, making these methods less effective when the 
camera viewpoint is constrained to the robot's end-effector throughout 
various task phases (e.g., mobile navigation, lift operation, and 
manipulation).

While previous work has extensively explored decoupled and 
coupled vision-motion techniques for effective dynamic viewpoint 
control, these studies have focused on short, simple tasks such as pick- 
and-place [15,16] or end-effector positioning [10], which do not 
require extensive manipulation skills. Moreover, previous studies rely 
on fixed-position setups, such as those in factory environments, where 
robotic systems do not need to navigate spatially dispersed target 
workspaces or workpieces [43]. We extend prior work by presenting the 
results of an experiment involving prolonged construction tasks with 
large, spatially dispersed workpieces, which not only require robot base 
mobility but also advanced skill, precision, and hand-eye coordination, 
particularly during frequent changes in viewpoint [17].

2.3. Opportunities and challenges of hybrid vision-motion in construction

Hybrid vision-motion aim to provide flexible viewpoint control by 
allowing transitions between the coupled and decoupled viewpoint 
control techniques. This hybrid approach differs from multi-user [1,44] 
or multi-view [45,46] teleoperation, which allows the user to switch 
between different views, in that it integrates both coupled and decou-
pled vision-motion within a single control system for a viewpoint cam-
era. The individual benefits of coupled and decoupled vision-motion 
suggest that this hybrid approach can be effective for construction tasks 
involving multiple phases. For example, during navigation, a decoupled 
view that allows free exploration offers a comprehensive overview, 
aiding in obstacle avoidance and efficient path planning [47]. Fine 
manipulation tasks, such as welding, benefit from a coupled viewpoint, 
which allows simplified hand-eye coordination and provides a focused 
perspective directly on the task at hand [41]. However, despite these 
opportunities, the integration of coupled and decoupled vision-motion 
remains underexplored, and it remains relatively unclear whether a 
hybrid approach can leverage the advantages of both techniques to 
enhance teleoperation performance in complex, multi-phase construc-
tion tasks.

Moreover, hybrid vision-motion for construction teleoperation 
comes with a unique set of challenges. One primary challenge is deter-
mining where the viewpoint should be located when it is either coupled 
or decoupled. The optimal camera placement can vary significantly 
based on the context of the task [23] and human preferences [15]. 
Another challenge is determining the level of robot autonomy for 
viewpoint switching. In other words, it must be decided whether the 
transition between viewpoints should be initiated by a human or a robot. 
Previous studies [34,48] indicate that both manual and automated 
transitions have their own sets of advantages and challenges. Valiton 
et al. [34] observed that autonomous camera control significantly 
improved supervisory task performance and reduced workload but 
presented decreased operator awareness of task status and trust in the 
autonomy. However, this area remains an open question [49], sug-
gesting further investigation to identify the appropriate autonomy for 
viewpoint transitions during construction tasks. Finally, if viewpoint 
transitions are to be handled by a robot, identifying the appropriate 
timing is critical. Transitions must occur at points that do not interfere 
with the operator's workflow and maintain situational awareness and 
precision. All of these factors impact the effectiveness of the hybrid 
vision-motion technique, which in turn affects task performance and 
user experience during teleoperation in construction.
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2.4. Telerobotic welding in construction

Welding is commonly used in construction to fuse various metal 
components for applications such as on-site fabrication of metal 
frameworks [43] and the assembly of pre-fabricated components in off- 
site construction [19]. Traditionally, welding has relied on manual 
methods that require skilled labor in hazardous environments with 
exposure to high temperatures, fumes, and dust [50]. In comparison to 
manual welding, robotic welding offers more consistent quality [51,52], 
improves the efficiency of continuous and repetitive tasks [53], and 
reduces safety risks for workers [21,54].

The current control modes for robotic welding include teaching 
playback, offline programming, fully autonomous intelligent modes, 
and teleoperation [6,50]. Given the inherently complex, nonlinear, and 
unpredictable nature of welding, telerobotic welding systems offer 
distinct advantages, such as adaptability to complex environments and 
comparatively simple technological setup [6]. However, a key challenge 
in telerobotic welding in construction is that the operator must precisely 
control the welding torch maintaining a fixed angle and speed [20,21], 
continuously monitor the weld pool [24], and make real-time adjust-
ments to robotic movements [6], while relying heavily on visual feed-
back from remote workspaces where visibility is often obstructed and 
spatially constrained.

To address these challenges, our work focuses on dynamic viewpoint 
system to support visual feedback for operators during telerobotic 
welding in construction. Previous studies employed decoupled 

viewpoints leveraging virtual replicas or reconstructed scenes for tasks 
such as gas tungsten arc welding (GTAW) on a V-grooved workpiece 
[55] and gas metal arc welding (GMAW) on a steel plate [54]. Some 
studies employed coupled viewpoints using an end-effector camera for 
laser welding on a steel plate [6] or an orbital camera for GTAW of a 
cooling pipe within the ITER nuclear fusion reactor [10]. While these 
studies have provided valuable advancements to diverse telerobotic 
welding systems, they mostly represent individual evaluation of applied 
viewpoint control techniques, with few studies directly comparing 
coupled and decoupled techniques for welding. Moreover, the current 
understanding of these techniques is still largely informed by the results 
of user studies involving only novice users. As expertise level has a 
significant impact on the performance of teleoperated tasks in various 
target domains [56–58], we argue that an evaluation should include task 
performance and user experience of experienced welders, which are 
potential end-users of telerobotic systems.

In summary, we contribute to prior work by presenting experimental 
results comparing state-of-the-art dynamic viewpoint control techniques 
in telerobotic welding for construction tasks, evaluating task perfor-
mance, user experience, and expertise-dependent preferences, while 
introducing hybrid vision-motion and investigating appropriate auton-
omy for switching between coupled and decoupled techniques.

Fig. 2. Viewpoint control techniques compared in this study. The manipulation arm (grey) moves from left to right from the user's perspective. (A, B) Decoupled 
vision-motion: the camera arm (green) moves independently, controlled by hand (A) or head (B) motion. (C) Coupled vision-motion: the camera arm (blue) is linked 
to the manipulation arm, with the viewpoint directed by the user's head towards the welding gun tip. (E, F) Hybrid vision-motion: users can switch between 
decoupled (green) and coupled (blue) control techniques, manually (E) or automatically (F). (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.)
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3. Viewpoint control techniques: Concepts and our 
implementations

In this work, we compare three viewpoint control approaches: (1) 
decoupled vision-motion (D), (2) coupled vision-motion (C), and (3) 
hybrid vision-motion (H). Additionally, we subdivide the decoupled 
vision-motion into two conditions based on the method of viewpoint 
control, namely hand motion-based (D-Hand) and head motion-based 
(D-Head). We also subdivide the hybrid vision-motion into two condi-
tions based on the level of robot autonomy for switching, namely 
manual switching (H-Manual) and automatic switching (H-Auto). Video 
demonstrations of each viewpoint control technique are available at 
https://youtu.be/L5rUZPR6Q5s. This section describes our concepts 
and implementations of the resulting five viewpoint control techniques 
(Fig. 2). We also describe the implementation of teleoperation for the 
manipulation arm and mobile lift, both of which are applied across all 
conditions.

3.1. Decoupled vision-motion

Decoupled vision-motion makes the positional and orientational (6- 
DoF) movements of the camera arm's end-effector completely indepen-
dent from that of the manipulation arm's end-effector. To control the 
camera arm's end-effector, which is a viewpoint camera shown to the 
user's HMD, the user can: (1) use hand motion to change the pose goal 
(Hand motion-based viewpoint control, Fig. 2A) or (2) use head motion 
to change the pose goal (Head motion-based viewpoint control, Fig. 2B). 
For hand motion-based control (D-Hand), we use a left-hand VR 
controller to track the 6-DoF movements of the hand in our imple-
mentation. Additionally, we implement the “clutching” technique pro-
posed by Praveena et al. [59]. This technique allows the user to 
disengage control and move the controller independently of the robot 
(similar to lifting a finger and repositioning it on a trackpad). In other 
words, the relative 6-DoF movements of the controller are used rather 
than the absolute position. This approach ensures seamless viewpoint 
movement without abrupt positional changes. In our implementation, 
we use the grip button of the left-hand VR controller for clutching. For 
head motion-based control (D-Head), we use motion tracking sensors in 
the VR headset to track the 6-DoF movements of the user's head. The 
position and orientation of the user's head are used as the pose goal of 
the camera arm's end-effector.

3.2. Coupled vision-motion

Coupled vision-motion links the positional and orientational (6-DoF) 
movements of the camera arm's end-effector directly to those of the 
manipulation arm's end-effector (Fig. 2C). While the most common 
implementation of coupled vision-motion is the end-effector camera, it 
is widely recognized in previous studies [12,14] that the end-effector 
camera has limitations in complex teleoperation tasks and critical real- 
world scenarios. Thus, our implementation of coupled vision-motion 
follows the orbital head-mounted display proposed by Kuitert et al. 
[10], as described in Section 2.2. Using motion tracking sensors in a VR 
headset, the user controls the viewpoint, which is the pose goal of the 
camera arm's end-effector, with their head rotation (3-DoF). The view-
point is always directed towards the fixation point, which in our 
implementation is set to the tip of the welding gun. Additionally, the 
user can move the viewpoint along the view direction using the 
thumbstick of the right-hand VR controller (up and down), creating the 
sensation that the camera zooms in and out. Based on our pilot testing 
with 10 participants [60], we adopted an initial viewpoint offset of 0.7 
m from the fixation point.

3.3. Hybrid vision-motion

Hybrid vision-motion allows the user to switch between the 

decoupled and coupled control techniques. In our implementation, we 
integrated decoupled viewpoint with head motion-based control and 
coupled viewpoint with viewpoint adjustment using heuristic optimi-
zation. The choice of methods for each viewpoint control technique was 
motivated by prior work [13,34,39] and pilot testing with 10 partici-
pants [60]. Transitions between decoupled and coupled viewpoints are 
initiated either by the user (H-Manual, Fig. 2E) or by the robot (H-Auto, 
Fig. 2F). In H-Manual, the user initiates the transition by toggling the 
grab button on the left-hand VR controller. In H-Auto, we applied a 
velocity-based phase judgement method commonly used in prior work 
in telemanipulation [61], to determine the timing for the transition. 
Specifically, when the velocity of the manipulation arm end-effector 
remains low for a specific duration, the system assumes the user be-
gins finer manipulation (e.g., main welding or precisely positioning an 
initial weld point) and switches to a coupled vision-motion. Conversely, 
if the velocity of the end-effector exceeds a predefined threshold, the 
system assumes the user is performing broader manipulation or explo-
ration, and switches back to a decoupled vision-motion. Based on our 
pilot testing with two participants, we set the duration threshold to two 
seconds.

When transitioned to motion-coupled viewpoint, the goal pose of the 
camera arm is calculated using a weighted-sum nonlinear optimization, 
which is a common implementation in prior work [12,13,23,34]. 

argmin
g

∑

i
wifi(g) (1) 

where fi(g) are weighted objective terms with corresponding weights wi 
and g is the goal pose vector consisted of (x, y, z, θ), which are position 
and orientation variables. Let c =

(
xc, yc, zc, θc

)
denote the camera arm's 

current pose. The θ of the camera arm's goal pose g is always the same as 
the θc of the camera arm's current pose: 

θ = θc (2) 

In our implementation, we adopted three of the collision, view, and 
motion-limiting objectives from Senft et al. [13]. First, the camera arm 
should maintain a distance from the manipulation arm end-effector that 
is greater than a predefined distance dmin. 

f1(g) = gP
σ
(
dg− ee(g) − dmin

)

+
(3) 

where dg− ee(g) is the distance between the camera arm's goal position 
and manipulation arm end-effector and gP

σ (x) is the higher-order 
Gaussian with order p and a standard deviation of σ2: gP

σ (x) =

e− (x2/2σ2)
P

, as per its definition by Senft et al. [13]. Next, the camera 
should be centered on the manipulation arm end-effector. 

f2(g) = (sinθc− ee(g) )2 (4) 

where θc− ee(g) is the angle between the direction of camera arm's current 
pose and the vector from the camera to the manipulation arm end- 
effector. Lastly, the new goal position of the camera arm should be 
close to its current position. 

f3(g) =
(
dc− g(g)

)6 (5) 

where dc− g(g) is the distance between the new goal position of the 

Table 1 
Constant values used in optimization (adopted from Senft et al. [13]).

Variable Value

Optimization weights w1 50
w2 10
w3 1000

Optimization constraints p 3
σ 0.1 m
dmin 0.2 m
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camera arm and its current position. Table 1 lists the constant values for 
weights and constraints used in the optimization, adopted from Senft 
et al. [13] and our pilot testing with two participants.

3.4. Teleoperation for manipulation arm

For teleoperation, a direct mapping technique was applied to align 
the VR controller's position and orientation with the manipulation arm's 
end effector configuration, providing direct control over the robot [62]. 
The orientation of the VR controller and its index trigger were aligned 
with those of a real MIG-welding gun, as shown in Fig. 3A. The desired 
joint positions were determined through a nonlinear inverse kinematics 
optimization to match the desired end-effector pose while limiting joint 
velocity and adhering to joint limits [13]. During the welding operation, 
participants fed the wire by pressing the right-hand VR controller's 
trigger, similar to pressing the trigger of a MIG-welding gun. Here, we 
assumed that the MIG-welding parameters, such as wire size, voltage, 
and wire feed speed, were pre-configured for optimal performance.

To assist users during telemanipulation, we implemented three as-
sistive techniques: (1) constrained motion for welding, (2) haptic feed-
back for collision alarms and operational constraints, and (3) virtual 
visual cues for vision-motion coupling information. First, we applied 
constrained motion by imposing constraints on the angle of the welding 
gun to ensure welding quality. When the angle of the welding gun de-
viates beyond a certain threshold compared to the start of welding, the 
telemanipulation system adjusts the controller input to maintain the 
threshold angle. Based on prior work [20,63], we conservatively set the 
threshold at 10 degrees.

Furthermore, we incorporate haptic and virtual visual cues for 
assisting telemanipulation. Haptic feedback was provided through VR 
controllers, with vibrations alerting users to potential collisions, prox-
imity to the workpiece, or commands exceeding each arm's reach. The 
intensity, interval, and timing of the vibrations were set based on pilot 
testing with two participants. Virtual visual cues provided real-time 
graphical feedback on welding status, including vision-motion mode 
(displayed as “Coupled” or “Decoupled”) and tip-to-work distance, 
which is the distance between the tip of the welding gun and the 
workpiece [20], as shown in Fig. 3B. The tip-to-work distance indicator 
turned green when within a threshold, allowing wire feeding, and 
remained red otherwise. Based on prior work [20,63], we chose the 
threshold for tip-to-work distance at 20 mm.

3.5. Lift operation

As our implementation focuses on construction tasks at height, 
operating a lift or any kind of elevation equipment is necessary. We 
integrated the control system for lift operation into a single-user tele-
manipulation setup, using manual teleoperation with the non-dominant 
hand. In our implementation, the left-hand VR controller's thumbstick is 
used for moving forward/backward and left/right, and a trigger is 
employed to switch the thumbstick's function to moving up and down.

4. Evaluation

We conducted a user study to compare the performance and user 
experience of five viewpoint control techniques for teleoperation of 
welding robots in construction: decoupled (D-Hand and D-Head), 
coupled (C), and hybrid (H-Manual and H-Auto) vision motion. The user 
study utilized a within-subject design, meaning the participants tried all 
five conditions. The user study consisted of a series of paired welding 
tasks and post-task surveys, and semi-structured post-experiment in-
terviews. This user study procedure was approved by the authors' 
Institutional Review Board (IRB 2306/002–002).

4.1. Setup and apparatus

The user study utilized a VR system including a Meta Quest 3 VR 
headset and Meta Quest Touch Plus controllers. The virtual robotic 
welding system integrated into the VR environment consists of a mobile 
lift and two robotics arms, both controlled by a single user. The mobile 
lift is a four-wheeled lift with a height range of 2.9 to 9.6 m. The two 
robotic arms are Franka Emika robots, controlled in joint position. The 
camera arm was equipped with a generic RGB-D camera, and the 
manipulation arm was equipped with a generic MIG-welding gun, 
modelled based on a design from the RoboDK library.

In this study, we focused on a robotic MIG-welding task involving the 
attachment of stiffeners to a standard wide-flange steel beam at 6.8 m in 
height within a virtual industrial hall (Fig. 4A). This simulated real- 
world construction setting assumes that the steel frame assembly has 
been completed, but the facilities and interior finishing remain unfin-
ished. The virtual industrial hall used in this study is an open-source 3D 
model, which contains all parts of the steel supporting structure of the 
building, including steel columns, beams, roof trusses, and reinforced 
concrete spot-footings of the columns in real-scale [64]. The virtual 
building has dimensions of 62.9 m in length, 40.8 m in width, and 10.8 
m in height. It features two naves (one main and one smaller adjacent) 
and two large entrance gates.

4.2. Participants

We recruited a total of 20 participants. Participants were divided into 
two groups (experienced welders and novice users) based on their 
welding experience. Our a priori power analysis indicated that the target 
sample size would be 9 participants per group (novice and expert) with a 
power of 0.8 and an alpha level of 0.05. We recruited 10 experienced 
welders (PE1 to PE10), with inclusion criteria being over 18 years old 
and having at least a month of welding experience. In addition, we 
recruited 10 novice users (PN1 to PN10) with no prior welding experi-
ence via the students' community of the authors' institution and online 
websites of the Department of Architecture and Architectural Engi-
neering and the Department of Civil and Environmental Engineering. 
Table 2 lists the key characteristics of the participants based on their age, 
gender, experience levels of welding, robot operation, and VR games. All 

Fig. 3. (A) Direct mapping technique for teleoperation of the manipulation arm. (A–Left) Side view of the VR controller held in a user's hand. (A–Right) Side view of 
the robot's end effector in the simulated environment. (B) Virtual visual cues displaying the status of vision-motion and the tip-to-work distance.
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20 participants reported they were right-handed.

4.3. Task and procedure

After obtaining consent from the participant, the experimenter 
introduced the purpose and scenario of the user study and tasks. The 
experimenter then conducted an initial survey to gather the participant's 
basic information, such as age, gender, and relevant experience in robot 
operation, VR games, and welding. Then, the participants with no prior 
welding experience watched a brief video tutorial featuring welding 
experts, demonstrating how to hold a welding gun with correct hand 
poses and how to weld a vertical joint with the vertical up welding 
technique. This step was skipped for experienced welders.

The experimenter then equipped participants with the VR headset 
and guided them through hands-on training on the robotic welding 
system within the VR environment, following on-screen instructions 

(Fig. 4B). The participants tried each of the five viewpoint control 
techniques once, in the order of D-Head, C, H-Manual, H-Auto, D-Hand. 
We chose this order to maximize training effectiveness and minimize 
dizziness during training, based on our pilot testing with two partici-
pants. All participants reported that they felt confident in using the VR 
system throughout the training process, which typically lasted 15 to 30 
min. After completing the training, participants were asked to take a 3- 
min break without the VR headset. During the training and experiment, 
participants were asked to remain seated.

In the experiment, the order of conditions was randomized and fully 
counterbalanced according to the Balanced Latin Square method to 
control for possible within-subject effects. Participants were required to 
weld five weld beam stiffeners to a steel beam, resulting in 10 seams per 
trial (Fig. 4C). During the trial, the VR scene and the participant's HMD 
display were screen-recorded. Fig. 5 shows first- and third-person views 
of a sample trial of welding one seam in our experiment using the D- 
Head condition. Participants ended each trial by pressing the A button 
on the right-hand VR controller. After each trial, the experimenter 
administered a post-task survey consisting of two questionnaires (see 
Section 4.4). Participants were offered a 3-min break before proceeding 
to the next condition. After the final condition, participants were asked 
to rate their preferences for each condition and participated in a semi- 
structured post-experiment interview discussing their experiences and 
potential improvements to the teleoperation system. All interviews were 
audio-recorded, and all trial data, including user inputs, lift and end- 
effector locations, and robot joint positions, were recorded at 50 Hz. 
In total, the user study took approximately 60 to 90 min.

4.4. Measures

The measures for general task performance include task completion 

Fig. 4. Experimental setup. (A) Overview of the virtual industrial hall and the robotic welding system. (B) Tutorial text canvas shown to participants during the 
training phase. (C) Locations of the five weld beam stiffeners. Participants welded in sequence from 1 to 5.

Table 2 
Demographic information and experience levels of the participants in the user 
study.

Variable Novice users (N =
10)

Experienced welders (N =
10)

Age [21–43] (in years) 25.2 (SD = 4.3) 29.6 (SD = 6.4)
Gender

Male 7 8
Female 3 2

Robot operation experience – 4
VR games experience 9 3
Welding experience (in 

years)
– 2.1 (SD = 3.5)

Fig. 5. (Top) First-person view (FPV) and (Bottom) Third-person view (TPV) of a sample trial of welding one seam using the D-Head condition. (A) The operator 
holds the manipulation arm with the right hand in the designated sphere for 3 s. (B) The operator navigates the mobile lift to approach the weld area and (C) position 
the tip of the welding gun at the initial point, indicated by the green reticle dot and tip-to-work distance text. (D, E) The operator performs welding using the vertical 
up technique.

S. Yoon et al.                                                                                                                                                                                                                                    Automation in Construction 172 (2025) 106053 

7 



time, weld coverage ratio, path deviation, number of collisions, and 
trajectory length. Task completion time is defined as the duration from 
the start of user interaction (after 3 s of holding the manipulation arm in 
the sphere) to the completion of all 10 welding seams (when the user 
presses the A button of the VR controller). Weld coverage ratio measures 
how successfully the welding seams were covered, as incomplete 
coverage or penetration can result in issues such as insufficient joint 
strength or potential weld defects [63]. This ratio is calculated by 
comparing the actual weld volume to the line segment of the target 
seam, in which a ratio of 1.0 indicates that the seam is fully covered. 
Path deviation, a typical measure of welding quality [6,22], is the 
standard deviation of distances between each point on the welding path 
and the nearest point on the ideal path, which is the actual seam loca-
tion. For weld coverage and path deviation, to obtain a single data point 
for each condition, we averaged the results by seam and then calculated 
the average of the 10 data points. The number of collisions includes all 
collisions between the welding gun and any components of the work-
space. Trajectory length is the total travel distance of the end-effector 
relative to the base position. We measured trajectory length for each 
robot arm.

We employed two post-task questionnaires to quantitatively under-
stand participants' experiences with the five techniques: perceived 
workload was measured with the weighted NASA-TLX [65] and 
perceived usability was measured with the system usability scale (SUS) 
[66]. Participants were asked to respond on a 20-point scale for NASA- 
TLX and a 5-point Likert scale (from 1 = Strongly disagree to 5 =
Strongly agree) for SUS. Additionally, we asked the participants to score 
their preference for each technique on a 5-point Likert scale (from 1 =
Very unsatisfied to 5 = Very satisfied).

4.5. Analysis

To analyze the results of general task performance and subjective 
measures, we used a mixed analysis of variance (ANOVA) with expertise 
(Novice and Expert) as a between-subject factor and viewpoint control 
techniques (C, D-Hand, D-Head, H-Auto, and H-Manual) as a within- 
subject factor. In cases where Mauchly's test indicated a violation of 
sphericity, we used the Greenhouse-Geisser correction. P-values for 
post-hoc tests were corrected using Bonferroni correction to account for 
multiple comparisons. For trajectory length and time duration, trials 
were divided into three phases: lift operation, exploration, and manip-
ulation phase. The phase was classified as lift operation, when there 
were any user inputs for lift operation using the left-hand VR controller. 
The phase was classified as manipulation when the user was pressing the 
trigger of the right-hand VR controller to feed the wire for welding. The 

phase was classified as exploration when the user was either exploring 
the workspace to get a better viewpoint or aligning the welding gun to 
the workpiece before welding, without any lift operation or 
manipulation.

5. Results

We present the results of our user study by first offering comparisons 
across techniques and expertise levels for general task performance and 
subjective measures. Following this, we compare task phases, focusing 
on measures of task efficiency such as task completion time and tra-
jectory length. Finally, we examine hybrid vision-motion interactions, 
focusing on the selection rate of viewpoint control techniques and the 
duration of each technique.

5.1. General task performance

Fig. 6 shows the results of general task performance measures. 
Our mixed ANOVA revealed a significant main effect 
of viewpoint control technique on task completion time 
(F(4,72) = 12.92, p < 0.0001, partial η2 = 0.42), path deviation 
(F(4,72) = 5.63, p < 0.001, partial η2 = 0.24), and number of colli-
sions (F(4,72) = 6.76, p < 0.001, partial η2 = 0.27). Post-hoc analyses 
demonstrated that participants completed tasks significantly faster 
with the D-Head compared to the C (p < 0.0001) and D-Hand 
(p < 0.001). Moreover, H-Auto showed significantly faster task 
completion time compared to C (p < 0.05) and D-Hand (p < 0.001). H- 
Manual also showed significantly faster task completion time 
compared to D-Hand (p < 0.001). In terms of path deviation, H- 
Manual showed significantly lower values compared to C (p < 0.01). 
For the number of collisions, analyses revealed that the number of 
collisions was significantly fewer with the D-Head compared to the C 
(p < 0.05) and D-Hand (p < 0.001), and with the H-Manual compared 
to the C (p < 0.05) and D-Hand (p < 0.05).

Furthermore, expertise had a significant main effect on task 
completion time (F(1,18) = 20.74, p < 0.001, partial η2 = 0.54), weld 
coverage ratio (F(1,18) = 68.35, p < 0.0001, partial η2 = 0.79), and 
number of collisions (F(1,18) = 6.12, p < 0.05, partial η2 = 0.25), and a 
marginal main effect on path deviation (F(1,18) = 3.77, p = 0.07, partial 
η2 = 0.17). However, we found no significant interaction effect between 
viewpoint control technique and expertise on task completion time (F 
(4,72) = 0.92, p = 0.46, partial η2 = 0.05), weld coverage ratio (F(4,72) 
= 1.07, p = 0.38, partial η2 = 0.06), path deviation (F(4,72) = 1.44, p =
0.23, partial η2 = 0.07), or number of collisions (F(4,72) = 0.79, p =
0.53, partial η2 = 0.04). This suggests that the differences in general task 

Fig. 6. General task performance by viewpoint control techniques. * p < .05, *** p < .001, **** p < .0001.
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performance based on the viewpoint control technique are consistent for 
both novices and experts.

Fig. 7 shows the total trajectory length of the camera and manipu-
lation arms. The mean values were 34.07 (SD = 52.64) and 52.32 (SD =
35.30) for the camera and manipulation arms, respectively. Our mixed 
ANOVA showed a significant main effect of viewpoint control technique 
on camera arm trajectory length (F(4,72) = 20.67, p < 0.0001, partial η2 

= 0.54) and manipulation arm trajectory length (F(4,72) = 6.94, p <
0.01, partial η2 = 0.28). Post-hoc analyses demonstrated that the camera 
arm's movement was significantly lower in the D-Head compared to 
hybrid viewpoint control techniques: H-Auto (p < 0.0001) and H- 
Manual (p < 0.05). Hybrid viewpoint control techniques showed 
significantly lower trajectory length compared to D-Hand: H-Auto (p <
0.001) and H-Manual (p < 0.05). The C condition showed significantly 
longer trajectories of the camera arm compared to all other conditions: 
D-Hand (p < 0.001), D-Head (p < 0.001), H-Auto (p < 0.01), and H- 
Manual (p < 0.01). In terms of the manipulation arm, post-hoc analyses 
found that hybrid viewpoint control techniques significantly lowered 
the arm's movement compared to D-Hand: H-Auto (p < 0.05) and H- 
Manual (p < 0.01). Fig. 8 displays example trajectories of the two robot 
arms. These examples trajectories visually show significant differences 
in the trajectories of camera arm, displayed in yellow lines.

There was no significant main effect of expertise on both camera arm 
trajectory length (F(1,18) = 2.11, p = 0.16, partial η2 = 0.11) or 
manipulation arm trajectory length (F(1,18) = 1.51, p = 0.24, partial η2 

= 0.08), and no significant interaction effect between viewpoint control 
technique and expertise on camera arm trajectory length (F(4,72) =
0.42, p = 0.80, partial η2 = 0.02). We found a significant interaction 
effect on manipulation arm trajectory length (F(4,72) = 3.91, p < 0.01, 
partial η2 = 0.18), but no significant pairwise differences were 
identified.

5.2. Subjective measures

Fig. 9 shows the results of subjective measures. Our mixed ANOVA 
revealed a significant main effect of viewpoint control technique on SUS 
scores (F(4,72) = 14.47, p < 0.0001, partial η2 = 0.45), NASA-TLX scores 
(F(4,72) = 11.62, p < 0.0001, partial η2 = 0.39), and preference scores 
(F(4,72) = 14.39, p < 0.0001, partial η2 = 0.44). Post-hoc analyses 
demonstrated similar tendencies across all three subjective measures. 
Participants' average perceived usability (SUS scores) using the D-Head 
was significantly higher than when using C (p < 0.01), D-Hand (p <
0.0001), and H-Auto (p < 0.001). Moreover, the average SUS score of 
the H-Manual was significantly higher than the D-Hand (p < 0.01) and 

H-Auto (p < 0.05). Furthermore, post-hoc analyses revealed that the 
average scores of the NASA-TLX was significantly lower in the D-Head 
compared to the C (p < 0.05), D-Hand (p < 0.01), and H-Auto (p < 0.05). 
H-Manual was also showed lower scores compared to the D-Hand (p <
0.05) and H-Auto (p < 0.05). Lastly, post-hoc analyses demonstrated 
that the participants preferred the D-Head over C (p < 0.001), D-Hand (p 
< 0.0001), and H-Auto (p < 0.001). Furthermore, participnats signifi-
cantly preferred H-Manual over D-Hand (p < 0.05) and H-Auto (p <
0.001).

There was no significant main effect of expertise on SUS (F(1,18) =
0.92, p = 0.35, partial η2 = 0.05), NASA-TLX scores (F(1,18) = 0.09, p =
0.77, partial η2 = 0.01), or preference scores (F(1,18) = 1.43, p = 0.25, 
partial η2 = 0.07). We found no significant interaction effect between 
viewpoint control technique and expertise on SUS (F(4,72) = 2.09, p =
0.09, partial η2 = 0.10), NASA-TLX scores (F(4,72) = 1.72, p = 0.15, 
partial η2 = 0.09), and preference scores (F(4,72) = 1.94, p = 0.11, 
partial η2 = 0.10). Although not statistically significant, we observed a 
trend in which experts (M = 3.30, SD = 0.95) showed a 37.5 % higher 
preference for the C condition compared to novices (M = 2.40, SD =
1.26), while all conditions except for C received similar or higher pref-
erence scores from novices.

5.3. Task efficiency by phases

We further analyze the effects of viewpoint control techniques on the 
task efficiency for the different task phases defined in Section 4.5. We 
represent task efficiency using two measures: (1) time duration and (2) 
trajectory length of manipulation arm. Fig. 10 shows the task time 
duration by viewpoint control techniques. The average time for each 
phase was 65.03 s (SD = 16.88) for lift operation, 229.36 s (SD =
141.82) for exploration, and 211.14 s (SD = 116.89) for manipulation. 
Our one-way repeated measures analysis of variance (RM-ANOVA) 
revealed a significant difference among viewpoint control techniques in 
time duration for the phases of lift operation (F(4,76) = 7.00, p <
0.0001) and exploration (F(4,76) = 21.27, p < 0.0001). In the lift 
operation phase, post-hoc analyses found significant differences be-
tween C and D-Head (p < 0.01) and D-Hand and D-Head (p < 0.05). For 
the exploration phase, post-hoc analyses demonstrated that the partic-
ipants took more time for exploration with C compared to D-Head (p <
0.0001), H-Auto (p < 0.01), and H-Manual (p < 0.01). Post-hoc analyses 
also showed longer exploration times for D-Hand compared to D-Head (p 
< 0.0001), H-Auto (p < 0.001), and H-Manual (p < 0.001). However, no 
significant differences were found in the time duration of the manipu-
lation phases by viewpoint control techniques.

Fig. 11 shows the trajectory length of manipulation arm by view-
point control techniques. The average trajectory length of each phase 
was 15.09 m (SD = 10.68) for lift operation, 43.35 m (SD = 29.78) for 
exploration, and 12.66 (SD = 3.84) for manipulation. In terms of tra-
jectory length, our one-way RM-ANOVA revealed no significant differ-
ence among viewpoint control techniques across the three phases.

5.4. Selection of viewpoint control techniques in hybrid vision-motion

Finally, we investigate the hybrid vision-motion techniques, focusing 
on their effects on performance for the two different control techniques. 
In the exploration phase, the average rate of vision-motion coupling 
time relative the total time of each phase was 0.29 (SD = 0.15) and 0.25 
(SD = 0.20) for H-Auto and H-Manual, respectively. In the manipulation 
phase, the average rate was and 0.92 (SD = 0.15) and 0.30 (SD = 0.28) 
for H-Auto and H-Manual, respectively (Fig. 12A). Our paired t-test 
found significant differences between H-Auto and H-Manual (r(19) =
9.90, p < 0.0001) in the manipulation phase but no significant differ-
ences between them in the exploration phase. We also observed that the 
use of vision-motion coupling for each phase was not consistent across 
participants, with higher coefficients of variation for both phases in H- 
Manual (exploration: 0.78, manipulation: 0.94) compared to H-Auto 

Fig. 7. Scatter plot of the trajectory length of the camera arm (x-axis) and 
manipulation arm (y-axis) by viewpoint control techniques. The error bars 
represent the standard error of the mean. The grey dashed lines indicate the 
overall mean trajectory length for each arm.
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(exploration: 0.50, manipulation: 0.17). These results indicate that 
participants tended to use vision-motion coupling less for manipulation 
when they had the autonomy to switch the viewpoint control tech-
niques. This preference for a decoupled viewpoint is reflected in 
Fig. 12B, which shows that when given the autonomy for vision-motion 
switching, selection rates varied among participants, but the decoupled 

viewpoint (highlighted in green in the bar plots) was generally 
preferred. The Pearson correlation between the rate of vision-motion 
coupling and total task completion time was not significant in the H- 
Manual but marginally significant in H-Auto (r(18) = 0.44, p = 0.053) 
(Fig. 12C). Specifically, we found a significant positive correlation be-
tween the rate of vision-motion coupling and the time for manipulation 

Fig. 8. Trajectories of the manipulation arm (grey line) and camera arm (yellow line) for the novice user PN4. Grey and yellow dots represent the initial positions of 
the manipulation arm and camera arm, respectively. The positions of the end-effectors are relative to the position of the mobile lift. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 9. Subjective measures by viewpoint control techniques. * p < .05, ** p < .01, *** p < .001, **** p < .0001.

Fig. 10. Task time duration by viewpoint control techniques. (A) Lift operation phase, (B) exploration phase, and (C) manipulation phase. * p < .05, ** p < .01, *** p 
< .001, **** p < .0001.
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in H-Auto (r(18) = 0.85, p < 0.0001).

6. Discussion

6.1. Main findings

In this study, we aim to investigate the effects of viewpoint control 
techniques on task performance and user experience during tele-
operation of welding robots in construction. While previous work has 
focused less on user viewpoint compared to user interface designs in the 
construction domain, the findings of the current study demonstrate that 
the way the viewpoint is provided (viewpoint control technique) is 
indeed an important factor that significantly impacts teleoperation 
performance and user experience. In this section, we discuss our main 
findings with supporting qualitative findings and theoretical implica-
tions, as well as the challenges and opportunities for each viewpoint 
control technique.

6.1.1. Decoupled vision-motion
In general, decoupled vision-motion with head motion-based control 

(D-Head) outperformed coupled vision-motion for remote welding in 
construction. As demonstrated in the quantitative results, D-Head 

showed better performance compared to C in terms of task completion 
time, collision occurrences, camera arm movement, all subjective 
measures, and time for operating the lift and exploration. 14 partici-
pants (PN1, PN3–5, PN9, PN10, PE1, PE2, PE5–10) rated D-Head the 
highest scores in user preference (5 = Very satisfied).

Through our study, we empirically observed that welding in con-
struction involves frequent changes in viewpoint across all task phases, 
particularly in environments where welding joints are scattered, 
necessitating constant base movement and exploration. Our phase-wise 
analysis supports this observation, revealing that the exploration phase 
accounts for an average of 45.4 % of the total task completion time. In 
this context, we found that participants instinctively tended to use head 
movements to control the viewpoint. This was reflected in the in-
terviews, in which participants commented on the intuitiveness (PN1, 
PN6, PN10), comfort (PN2, PN7, PN8, PE9), and similarity to real-world 
conditions (PN3–5, PE1–8, PE10) of the head motion-based control. 
Participants with welding experience used head movements more 
actively for exploration, such as bending their backs or tilting their 
heads.

In particular, for the main welding phase, we conclude that the 
decoupled viewpoint was generally preferred by participants because it 
allowed the camera to move without significantly affecting other 

Fig. 11. Trajectory length of manipulation arm by viewpoint control techniques. (A) Lift operation phase, (B) exploration phase, and (C) manipulation phase.

Fig. 12. (A) Rate of vision-motion coupling time relative to the total phase time for two hybrid techniques. **** p < .0001. (B) Accumulated time in coupled and 
decoupled states for H-Manual by participants. The horizontal lines indicate mean time of each state. The numbers on bars indicate the rate of each state. (C) 
Relationship between rate of vision-motion coupling and total task completion time in H-Auto. The shaded area represents 95 % confidence interval for the 
regression line.
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conditions, such as the location of the welding gun or the pose of the 
manipulation arm, and vice versa, which was not usually possible with 
the coupled viewpoint. This preference was also reflected in interviews, 
in which a few participants noted that they preferred to have their 
viewpoint “locked to the workspace” during the main welding phase 
(PN4, PN8, PE5, PE10).

Meanwhile, participants found controlling the camera with their left 
hand challenging, adding to the additional difficulties in control (PN6, 
PN7, PE5, PE9, PE10) and cognitive burden (PN1, PN10). In hand 
motion-based control, we observed that participants tried to use their 
heads to control the viewpoint even if they knew they could not do so. 
This led to increased perceived workload, such as frustration, as evi-
denced by the NASA-TLX results (Fig. 9–Middle). These findings align 
with the previous studies in which head movements were either sup-
pressed [67] or did not affect the viewpoint [41]. Most participants also 
expressed dizziness while using the D-Hand condition, which they 
attributed to subtle changes in the orientation of the camera (PN6, 
PE1–5, PE7–10) and lift movement during the unnatural pose of the 
viewpoint (PN3, PN7). This implies that blurring or masking out the 
intermediate camera feeds during the transition of the camera by dis-
playing a black screen [15] could be one possible solution for reducing 
dizziness and enhancing user experience for dynamic viewpoint control, 
especially when deployed on real-world construction sites.

6.1.2. Coupled vision-motion
Coupled vision-motion, as opposed to previous studies [10,42] that 

presented the effectiveness of such technique for teleoperation, was not 
preferred by participants, particularly those who were novices in 
welding. Our quantitative results indicate that coupled vision-motion 
underperformed compared to other techniques, in terms of task 
completion time, and collision occurrences. Moreover, the trajectory 
length of the camera arm was the longest among all viewpoint control 
techniques. We conclude that the primary cause of this is occlusions, 
both by the robots (i.e., the camera arm and the manipulation arm, see 
Fig. 13A) and the workpiece (i.e., the flange of the steel beam and the 
stiffeners, see Fig. 13B and C, respectively). The difficulties related to the 
misalignment between the control and view frames, requiring partici-
pants to perform mental transformations, was particularly salient in this 
condition (PN3, PN4, PN6, PN9). This was also reflected in the explo-
ration time, in which coupled vision-motion showed a 116.7 % increase 
compared to the D-Head condition.

Moreover, coupled vision-motion demonstrated worse performance 
in subjective measures, including perceived workload, usability, and 
user preference. In particular, participants reported a 20.7 % and 27.1 % 
increase in mental and physical demand dimensions of the NASA-TLX, 
respectively, compared to their average scores. These results are not in 

line with previous studies [10,42] that suggested coupled vision-motion 
can achieve lower perceived workload and increased perceived usability 
and interface acceptance by providing robot-following viewpoints. 
Based on our findings, we conclude that while actively finding the 
proper viewpoint without occlusions can positively raise alertness dur-
ing relatively simple tasks, such as aligning the end-effector to pipes 
[10] or pressing buttons [42], it can become a physical and cognitive 
burden during long-duration tasks in construction. Moreover, con-
struction tasks often introduce various types of occlusions, making 
simple implementation of dynamic viewpoints that always follow the 
robot ineffective for avoiding occlusions.

Nevertheless, some participants expressed their preference to the 
coupled vision-motion. All participants who favored this technique 
commented on the expected effectiveness of this technique once they 
become accustomed to it (PN8–10, PE6). This preference was more 
common among experienced welders (see Section 5.2), who generally 
maintained a consistent welding posture and adjusted the lift to achieve 
their desired position (PE1–3, PE5, PE6, PE10), unlike novices who 
frequently changed postures and relied on moving the lift.

6.1.3. Hybrid vision-motion
Hybrid vision-motion was effective, but only when the location of the 

coupled viewpoint was optimized “appropriately”. In general, partici-
pants expressed their favor of being able to leverage both views during 
welding, especially when the workspace is complex as in our settings. 
Six participants (PN1, PN6, PN7, PN8, PE3, PE4) gave the highest scores 
in user preference (5 = Very satisfied) for hybrid vision-motion, all of 
which were for H-Manual. PE3, who had more than 2 years of welding 
experience, linked his preference for hybrid vision-motion with manual 
switching to his welding posture: 

“(I think the reason I prefer the H-Manual the most is) due to the posture 
when welding. When welding, I only focus on the tip of the wire, so I tend 
to bend forward to get a closer view and follow along with the flow of the 
weld pool. In such situations, it was convenient to change the viewpoint 
and couple with the welding gun using the (left-hand) button.”

(PE3)

The appropriate viewpoint not only reduced the user's physical 
burden during welding but also offer them a clear, unobstructed view of 
both the target welding seam and the wire tip, resulting in improved 
welding quality. Manually switching to appropriate viewpoint with 
hybrid vision-motion showed a trend of reducing the physical demand 
dimension of the NASA-TLX by 46.3 % across all techniques and by 20 % 
compared to D-Head. We also observed a trend in which path deviation 
in H-Manual was 4.9 % lower compared to the average across all tech-
niques and 2.7 % lower compared to D-Head.

Fig. 13. Examples of occlusions occurred during the C condition (experienced welder PE5): (A) occlusion by the manipulation arm, (B) occlusion by the top flange of 
the steel beam, and (C) occlusion by the stiffeners.
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Through our user study, we empirically observed that participants 
found the viewpoint “appropriate” when the optimized position closely 
matched their current view without occlusions. This typically occurred 
when the pre-coupling view was already aligned with the optimal 
viewpoint. However, challenges arose when the initial view did not 
align with the conditions for an appropriate view, leading to abrupt 
viewpoint adjustments despite being appropriate, as shown in Fig. 14. 
Participants who rated hybrid vision-motion lower (PN5, PE5, PE6, PE9, 
PE10) attributed their lower preference scores to the occasional changes 
to unnatural viewpoint locations. This issue arises from the second 
optimization function, which centers the camera on the manipulation 
arm end-effector, a method commonly used in autonomous viewpoint 
adjustment [13,34]. Despite this, some participants used this optimiza-
tion as an opportunity to deal with occlusions. PN8, who primarily used 
the strategy of adjusting the height of the lift to avoid occlusions due to 
the top flange of the steel beam during welding, showed his preference 
for choosing alternate views with a single button instead of controlling 
the lift: 

“Occlusions mainly occurred at the top part of the workpiece. To address 
this, in the D-Head, it was cumbersome as I had to move the lift addi-
tionally because I couldn't complete the welding in one go. However, in the 
H-Manual, it was more convenient as I could choose a different viewpoint 
instead of moving the lift.”

(PN8)

Our implementation of velocity-based judgement for phase transi-
tions in automatic switching led to controversy among participants 
about the timing of transitions. Participants who did not prefer the 
timing expressed frustration with maintaining the movements of their 
right hand (PN4, PN10) and wanted a certain time delay for switching 
after initial weld point positioning (PE6, PE8). In contrast, some par-
ticipants stated that the timing was appropriate (PN1, PN9) and was 
within a predictable and controllable range (PN7).

Regardless of their thoughts on switching timing, participants 
generally preferred to have the autonomy for switching rather than 
letting robot have the autonomy (PN1, PN3–6, PN9, PN10, PE1–10). Our 
quantitative results indicate that the hybrid viewpoint with manual 

switching (H-Manual) outperformed automatic switching (H-Auto) in 
terms of all subjective measures. Moreover, H-Manual outperformed the 
coupled viewpoint (C) in collision occurrences, camera arm movement, 
and duration of the exploration phase, and outperformed the decoupled 
viewpoint (D-Hand) in task completion time, collision occurrences, 
exploration time, movements of both the camera and manipulation arm, 
and all subjective measures. These results suggest that the hybrid vision- 
motion not only combines both coupled and decoupled techniques, but 
also enhances viewpoint control by leveraging the benefits of both 
approaches.

6.2. Guidelines for viewpoint control in teleoperated construction robots

Based on our results, we uncover several guidelines for telerobotic 
systems working at height in construction, particularly with a dynamic 
viewpoint control technique to support complex, skill-intensive, and 
long-duration robotic tasks such as welding. 

1. For general purposes and settings, decoupled vision-motion with 
head motion-based control should be prioritized.

2. If the task workspace has complex structures with frequent occlu-
sions, hybrid vision-motion should be used. However, the transition 
of control techniques should be initiated by users, the coupled view 
should closely match their current viewpoint, and the system should 
enable users to decouple vision-motion as needed.

3. If leveraging the advantages of vision-motion coupling is more 
important than the efficiency of the task and robot arms, the coupled 
vision-motion technique can be considered, with adequate user 
training beforehand.

6.3. Limitations and future work

One limitation of our study is that, although we provided identical 
instructions on welding tasks and the teleoperation system to both 
experienced welders and novices, differences in their welding ap-
proaches, such as welding patterns and the use of dry runs, were 
observed. While we argue that these differences did not significantly 

Fig. 14. The challenge of hybrid vision-motion: abrupt adjustment of the viewpoint. (Bottom) Camera arm's end-effector position in the Y-axis direction (vertical in 
world coordinates) from novice user PN5 in the H-Manual condition. The grey dashed lines indicate changes in the right-hand trigger state, which activates the 
welding gun. (Top–A) Third-person view before the user triggers vision-motion coupling. (Top–B) Third-person view after the user triggers vision-motion coupling. 
Note how the Y position of the camera arm changes.
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affect our primary focus on analyzing the interaction effect between 
viewpoint control techniques and expertise, future work should explic-
itly control for these variations in welding skills between user groups for 
more robust and extensive evaluations. Next, as we focused on tool 
operations, bodily movements, and vision-motion coordination for 
welding in this study, other procedures of welding, such as adjusting 
voltage, changing wire in the wire-feeder, and changing shielding-gas 
cylinders, were simplified or omitted. Finally, our simulated environ-
ment cannot fully replicate the complexities and unpredictable nature of 
real-world construction sites. Challenges such as diverse types of colli-
sions, dizziness, time delays between control input and system output 
[27], and visual or robot state errors [68] may become more significant 
in on-site implementations of our teleoperation system. Future work 
could benefit from addressing these sim-to-real gaps by validating 
findings through real-world deployments.

7. Conclusion

Effective viewpoint control is crucial for the success of teleoperation 
for construction tasks, yet it has been underemphasized in previous 
literature. In this paper, we investigated the impact of five different 
dynamic viewpoint control techniques on task performance and user 
experience during teleoperation of welding-at-height robots in con-
struction through a user study with novice users and experienced 
welders. Our results show that viewpoint control technique significantly 
influences task performance and user experience, particularly with 
exploration time decreasing by over 53 % when using decoupled vision- 
motion with head motion-based control (D-Head) instead of coupled 
vision-motion. D-Head generally outperformed other techniques, 
providing better task efficiency and higher user preference. Hybrid 
vision-motion with manual switching (H-Manual) also showed promise, 
especially when users faced occlusions or needed to adjust their welding 
posture. Our work successfully contributes insight into developing 
viewpoint control systems for teleoperated robots in construction, 
particularly for skill-intensive tasks that require frequent viewpoint 
adjustments, such as welding, crane operation, and pipeline inspection.

Future research should expand our work by evaluating dynamic 
viewpoint control techniques in real-world construction settings. 
Incorporating more complex real-world scenarios will help bridge the 
gap between our simulated environment and actual construction sites, 
addressing factors such as repeatability, robotic platform stability, 
operator dizziness, and control-response delays. On-site validation will 
further enhance the applicability of viewpoint control techniques, 
including hybrid vision-motion, and ensuring their effectiveness for a 
wider range of teleoperated construction tasks.
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