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Abstract: In the context of the unstructured and fast-changing construction environment, the adaptability of robots to human improvisation
is crucial. However, existing construction robots are limited in understanding spatial goals communicated spontaneously in the workplace and
require substantial human-user training. Incorporating deictic gestures into human–robot interfaces holds promise for enhancing the intuitive
operation of construction robots and for on-site collaboration. However, applying deictic gestures in precision-demanding construction tasks
presents challenges because in a large-scale work environment, humans have limited accuracy in pointing at objects at a distance. This study
introduces LaserDex, a novel interface for distant spatial tasking based on a global-to-local identification approach, in which the human first
guides the robot toward the general area of the task using a deictic gesture and then indicates the precise area by dynamically using a laser
pointer. Our user study with 11 participants demonstrated that LaserDex can achieve an intersection over union (IoU) of 0.830 when outlining
a rectangular drywall opening (compared with an IoU of 0.514 for the baseline, a handheld controller), and an 11.4-mm distance error of
the center of the estimated rectangle compared with the center of the targeted rectangle. The findings of this study underscore the potential
of LaserDex to seamlessly combine intuitive human–robot interaction with precise robot operations. DOI: 10.1061/JCCEE5.CPENG-5715.
© 2024 American Society of Civil Engineers.
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Introduction

Construction jobsites present unique challenges for robots due to
the highly complex and dynamic nature of the work environment
(Zhang et al. 2023). During on-site construction, human workers
inevitably make deviations from the original planned design (Jenny
et al. 2020). These as-built deviations may lead to significant errors
or failures during robot operation (Wang et al. 2021; Yin et al.
2022). Therefore, in the field, humans must make improvisations
based on such unexpected situations. For example, when cutting
drywall, human workers may decide on the most suitable positions
and/or angles of the cut. The robot’s role is to adapt to the new task
plan and execute precise cuts accordingly. This form of human–
robot interaction (HRI), in which a human instructs tasks based on
specific spatial locations or areas in the environment, is referred to
as spatial tasking (Yuan et al. 2019). However, current construction
robots are limited in their ability to understand spatial instructions
and goals on the worksite (in situ) (Yoon et al. 2023). Moreover,
user interfaces, such as handheld controllers, require extensive
training and operation time for users, which can be impractical for

construction workers who typically are not experts in robotics
(Liang et al. 2022).

Utilizing deictic gestures (e.g., pointing gestures) in the human–
robot interface has the potential to provide a more effective and
intuitive means of operating construction robots. Pointing is a natu-
ral mode of communication between construction workers and is
preferred by novice users when interacting with robots, because
pointing allows them to communicate with the robots without the
need for understanding the robots’ control mechanisms (Wang et al.
2023). Several approaches have been proposed in the literature
to apply deictic gestures for spatial tasking. Specifically, deictic
gestures have been employed to indicate a spatial location to which
a mobile robot should navigate (Ikeda et al. 2023; Ürkmez and
Bozma 2022); to navigate an unmanned aerial vehicle (UAV)
(Gromov et al. 2019; Medeiros et al. 2021; Yuan et al. 2019); and
to select objects for robotic manipulation (Čorňák et al. 2021;
Hu et al. 2022; Strazdas et al. 2022). Some studies have attempted
to recognize the user’s intended target or action via their deictic
gaze or head pose (Crocher et al. 2021; Yang et al. 2023). However,
despite the advantages of deictic gestures, current gesture interfaces
may not be suitable for construction tasks that require a high level
of precision. Within large-scale environments, these interfaces
cover only a restricted area of the entire workspace and have limited
accuracy in estimating the spatial locations of distant targets (Yoon
et al. 2023).

Therefore, this study presents a human–robot interface that lev-
erages deictic gestures to spatially task a construction robot in situ
with dynamic laser pointing. This study extends a previous study
that used static laser pointing that recognized spatial goals as dis-
crete points (Yoon et al. 2024); the present study proposes methods
to accurately infer the distant spatial goals indicated by humans
through the estimation of dynamic laser spots (e.g., continuous
trajectories). The proposed interface, LaserDex was compared with
a handheld controller as the baseline. Our findings show that
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LaserDex leverages both intuitive human–robot interaction and the
precise operation of construction robots.

Background

Human–Robot Interfaces in Construction

The human–robot interface is defined as the means for information
and action exchanges between a human and a robot during HRI
(ISO 2021). In collaborative systems, the successful completion
of tasks relies on mutual interactions between humans and robots
(Castro et al. 2021). Although these interactions share similarities
with human–computer interactions (HCIs), the interfaces used in
HRI differ in that they mediate an active relationship between a
human and a physically situated agent, i.e., a robot (Murphy and
Tadokoro 2019).

Achieving effective communication and interaction between
workers and robots through human–robot interfaces is essential for
seamless HRI in construction. Currently, there are two types of
interfaces developed for construction robots: interfaces for pro-
gramming, and interfaces for real-time control.

Programming involves writing a set of instructions or code that
the robot can execute autonomously. The most widely used pro-
gramming interface for industrial robots is a teach pendant, which
is a handheld device that allows users to manipulate a robot’s move-
ments using a joystick while recording its trajectory (Ong et al.
2020). Teach pendants were used in the early development of con-
struction robots, such as a robotic glazing system (Lee et al. 2013).
However, a significant challenge with this interface is that the robot
often possesses more degrees of freedom than the joystick can ac-
commodate, leading to a more complex programming process that
may require skilled operators (Ong et al. 2020).

Previous work has explored the use of emerging technologies in
developing interfaces for programming robotic tasks in construc-
tion. These technologies include virtual reality (VR), augmented
reality (AR), and mixed reality (MR), which have been investigated
to provide interactive task visualization, planning, and execution
(Amtsberg et al. 2021; Mitterberger et al. 2022; Wang et al. 2021).
Furthermore, large language models (LLMs), such as the GPT se-
ries (Brown et al. 2020), LLaMA series (Touvron et al. 2023a, b),
and T5 (Raffel et al. 2019) have demonstrated capabilities in
processing natural language, making it possible for users to pro-
gram construction robots using conversational language (Park et al.
2023; You et al. 2023). These studies suggest that integrating
these technologies can offer the design of more-intuitive and user-
friendly programming interfaces.

More recently, robot programming has been extended to the
concept of learning from demonstration (LfD). LfD is a robot learn-
ing method that enables a robot to acquire new skills by imitating
observed demonstrations from human experts, instead of relying on
traditional robot programming (Argall et al. 2009; Liang et al.
2022). Expert demonstrations can be collected through virtual
simulations (Huang et al. 2023; Liang et al. 2020, 2022) or by
physically guiding the robot’s movements (kinesthetic guidance)
(Kramberger et al. 2021). However, despite the potential of LfD, its
interfaces do not provide in situ tasking capabilities (Mitterberger
et al. 2022). Presently, LfD applications in the construction domain
are limited to replicating demonstrated trajectories. This is due to
the scarcity and high costs of obtaining task-specific demonstra-
tion data and the difficulties in training the LfD models (Villani
et al. 2018).

In contrast to programming interfaces, interfaces for real-
time control, navigation, and teleoperation are designed for the

operation of robots in the moment, whether in remote or colocated
settings (Suzuki et al. 2022). Similar to programming interfaces,
handheld controllers such as tablet PCs (Okishiba et al. 2019) and
joystick controllers (Asadi et al. 2018; Koh et al. 2021) are used
commonly in the field, as well as in research applications. Those
controllers have been extended to virtual environments, for remote
operation of demolition robots (Adami et al. 2022) or pipe skid
maintenance robots (Zhou et al. 2023).

Additionally, haptic devices offer an effective interface by pro-
viding workers with kinesthetic and tactile haptic feedback, which
is proving to be the most effective method for teleoperation among
different types of sensory feedback in remote environments (Zhu
et al. 2021). Although still relatively new in construction applica-
tions, haptic devices have shown promise in teleoperating robots
for tasks, including welding (Ye et al. 2023), joint sealing (Brosque
et al. 2021), and valve operation (Zhu et al. 2021). Some research-
ers have proposed a brain–computer interface (BCI) for leveraging
electroencephalography (EEG) from a worker’s brain activity to
control an unmanned ground vehicle (UGV) robot’s movements
in the context of a masonry task (Liu et al. 2021).

However, for spatial tasking on the jobsite, current human–robot
interfaces in construction have several limitations. First, complex
interfaces for programming make flexible and immediate robot
control difficult. Consequently, even minor alterations in the work-
ing conditions often require time-consuming reprogramming ef-
forts (Huang et al. 2023). Given the nonstationary and ad hoc
nature of construction projects, programming robotic construction
tasks becomes impractical (Liang et al. 2022; Zhang et al. 2023).
Second, the real-time control of robots with multiple degrees of
freedom using interfaces such as handheld controllers is difficult
(Wang et al. 2021). It requires extensive training for workers or
even additional specialized operators, potentially increasing labor
demands (Liang et al. 2022). Additionally, teleoperated robots
often lack local accuracy due to the difficulties in obtaining sit-
uational awareness solely through images from robots (Lee and
Brell-Cokcan 2021), leading to inaccuracies in conveying task in-
structions to construction robots.

Deictic Gesture–Based Spatial Tasking

For effective HRI in construction, it is important to enable intuitive
control of robots by end users (operators) while also ensuring ac-
curate robot perception of the human actions and commands
(Al et al. 2020). Different strategies for user-friendly and intuitive
HRI, including voice, gesture, and touch interfaces, have been stud-
ied (Al et al. 2020). Among these interaction modes, deictic refer-
ence, whether in the form of deictic gaze, deictic gesture, or deictic
language, serves as a valuable method for establishing joint atten-
tion within a shared human–robot workspace for cooperative tasks,
particularly in complex and noisy work environments (Stogsdill
et al. 2021). Furthermore, deictic reference complements verbal de-
scriptions in spatial guidance or when referring to specific objects
(Jirak et al. 2021).

One natural form of deictic reference is deictic gaze, in which
sustained eye contact with a target indicates interest. Previous re-
search has focused on precise three-dimensional (3D) gaze estima-
tion for object selection (Krupke et al. 2018; Shi et al. 2021; Wöhle
and Gebhard 2021) and gaze-based intention recognition for ma-
nipulation tasks (Aronson et al. 2021; Yang et al. 2023). However,
the use of gaze in spatial tasking is prone to errors due to inher-
ent noise and outliers in eye-pointing data (Yang et al. 2023).
Moreover, in far-range interactions, such as those encountered in
construction environments, accurately detecting eye positions be-
comes challenging (Ürkmez and Bozma 2022). To address this
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limitation, head pose, which combines head position and face di-
rection, has been used as a substitute for gaze-based indicators of a
person’s intention (Bovo et al. 2022).

However, it often is difficult to recognize the head pose of
the user, especially compared with pointing (Rosen et al. 2020).
Pointing-based spatial tasking presents several advantages, espe-
cially in industrial applications, because it does not require com-
plex spatial reasoning, allows for free-hand interaction, requires
minimal training, and relies on minimal infrastructure such as a
red-green-blue-depth (RGB-D) camera to track arm orientation
(Guzzi et al. 2022). Therefore, pointing gestures are an attractive
interaction mechanism for humans colocated with robots. (Braeuer-
Burchardt et al. 2020) developed a system using finger pointing for
communication with a robot-guided measurement system in indus-
trial quality checks. (Medeiros et al. 2021) proposed a human–
drone interaction (HDI) method using pointing gestures estimated
from a monocular camera for indicating a target in first-response
emergency scenarios. (Mahmud et al. 2022) developed a system
that uses pointing and dynamic commanding gestures that are ro-
bust to changes in lighting conditions and the environment to
navigate mobile robots.

Compared with two-dimensional (2D) environments, selection
in 3D environments is more challenging because of the higher num-
ber of degrees of freedom (DoFs) inherent in the task (Weller et al.
2021). Moreover, in cluttered environments or when dealing with
moving targets, the lack of precision and fatigue can be an issue
(Weller et al. 2021). Extensive research in robotics and computer
science into how humans point at objects at a distance have re-
vealed that humans have limited accuracy when pointing at remote
objects using their hands or tools. Yoon et al. (2023) adopted a
vision-based deictic gesture recognition method and evaluated
the performance of deictic gestures in spatial communication tasks.
Within these tasks, Yoon et al. manipulated factors such as target
configuration, target distance, and relative positioning of humans
and robots. To evaluate the robot’s accuracy in classifying correct
target panels and other panels, they used the F1-score which con-
siders both true positives and misclassifications (false positives and
false negatives). The results of the spatial communication tasks
showed that in a large-scale environment with a complex target
configuration, the robot’s F1-score significantly decreased to a
minimum of 0.404, whereas humans ranged from 0.730 to 0.956.
Jirak et al. (2021) observed that computer-vision approaches exhib-
ited a higher rate of incorrect object selection, reaching a 22.96%
miss rate. This occurred as the level of ambiguity increased, with
multiple objects placed on a table with overlapping arrangements.
(Medeiros et al. 2021) achieved a 0.58 F1-score using a pointing
gesture interface for drones at a maximum distance of 25 m be-
tween the drone and the target building. Notably, this problem is

not limited to distant targets. In a study by Ürkmez and Bozma
(2022), the estimation accuracy of pointing at close-range objects
(0.9–1.5 m) fixed to a table reached only 77.3%.

To address this problem, several studies have explored the use of
laser pointing as a complementary or alternative means to gesture-
based spatial tasking for robotic applications such as wheelchair-
mounted robotic arms (Zhong et al. 2019) and mobile robots
(Sprute et al. 2019). The authors suggest that using a laser pointer
makes interaction easier because a laser indicates a position on the
surface of the environment, without having to consider the robot’s
perspective. In addition, the laser spot on the surface provides vis-
ual feedback to the human user, enhancing their understanding of
the interaction. Laser pointing is particularly suitable for spatial
tasking in construction, because laser pointers are used commonly
by workers to indicate hard-to-reach areas, such as high ceilings
or tight corners. Furthermore, static laser pointing using line laser
levels has wide application in construction, such as floor leveling,
distance measurement, and plumbing alignment (Fig. 1). However,
compared with static laser pointing, dynamic laser pointing pres-
ents unique challenges for spatial task interpretation, because hand
tremors and unsteady movements can cause jitters and variability in
the laser trajectory. Our study addresses these challenges by imple-
menting smoothing techniques to reduce noise and a shape-fitting
algorithm to improve the accuracy of trajectory estimation for spa-
tial tasking in construction environments.

Methodology

This study developed a user-friendly interface that allows for intui-
tive HRI in the context of real-time, on-the-job (in situ) spatial task-
ing. Specifically, this study considers a scenario in which a human
worker interacts with a robot to specify a target area on a drywall
ceiling, tasking the robot to make an opening by cutting along
the outlined area. Moreover, this interaction occurs as the task is
designed spontaneously by a human worker rather than being pre-
determined in the 3D model [e.g., Building Information Modeling
(BIM)], or because, in some cases, the 3D model might not be
available. This process uses a multimodal interaction: a human
worker points with their hand and with a laser pointer and speaks
into a microphone. Along with deictic gestures and laser pointing,
the proposed interface, LaserDex, incorporates speech as an aux-
iliary input mode, which functions as a cue for the robot to trigger
movements. The proposed approach for target localization consists
of two complementary phases: (1) global guidance, and (2) local
refinement.

Global guidance aims to identify the human’s region of interest
(RoI) within the environment. During this phase, the human indi-
cates their RoI by performing deictic pointing; then the system

Fig. 1. Alignment of plumbing using a 360° line laser level in a basement construction site. Image courtesy of Hyundai E&C. (Images by
Sungboo Yoon.)
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estimates the approximate location by recognizing the pointing
direction through the robot vision [Fig. 2(a)]. The control flow in
Fig. 3 illustrates how the proposed approach is implemented. The
interaction starts when the robot identifies the deictic gesture by
the human user. If the user is pointing, the approximate location is
estimated, which is used for reachability analysis. To verify the
target’s reachability, a task limit sphere (Khatib et al. 2021) is
implemented. This sphere represents a Cartesian boundary sur-
rounding the robot using a virtual sphere (Khatib et al. 2021). The
center of the sphere is positioned at the robot’s second joint (the
shoulder joint), with a radius equivalent to the total length from
the second joint to the tip of the drywall cutting tool (Khatib et al.
2021). If the target falls within the task limit sphere, the estimated
spatial location is referenced to guide the robot towards the
human’s RoI within the environment. Here, the user utters the com-
mand “move” to initiate the movement.

Local refinement aims to complement global guidance by col-
lecting detailed spatial goals within the RoI. During this phase, the
human explicitly gives the robot a spatial task by drawing trajec-
tories using a laser pointer [Fig. 2(b)]. Local refinement allows the
robot to estimate the laser trajectories precisely within the robot’s
field of view (FoV). By commanding “stop,” the user directs the

robot to stop laser tracking and to predict trajectories and execute
the cutting of the drywall along the predicted path. Upon com-
pleting the task, the robot returns to its initial position and awaits
further interaction input.

The control flow is executed based on the system architec-
ture illustrated in Fig. 4. The system has five main components:
environment mapping, deictic gesture recognition, laser pointing
estimation, speech recognition, and robot motion planning. The
process begins by simultaneously collecting the red-green-blue
color (RGB) images IRGB and the depth images IDepth from a single
robot-mounted RGB-D camera. Using the image input, depending
on the interaction method, the deictic gesture recognizer and laser
pointing estimator outputs the desired robot pose pdesired. During
this process, the user’s audio input is provided by a Bluetooth
microphone. The speech recognizer then processes this audio input,
producing a text-based command. Finally, the robot motion planner
issues position commands to the robot server and receives real-time
updates of the six robot joint states. The entire system is integrated
with the Robot Operating System (ROS), with each component
implemented as an individual ROS node. The detailed methods and
algorithms utilized for developing each component are described in
the following sections.

(a) (b)

Fig. 2. Proposed global-to-local identification approach for spatial tasking in a drywall cutting scenario: (a) global guidance to indicate the general
area; and (b) local refinement to precisely specify the cutout shape. (Images by Sungboo Yoon.)

Move to initial pose
Await input

Perform deictic 
gesture recognition

Perform speech 
recognition

Is user pointing?

a Is target reachable?
Move to RoI and 

estimate trajectories

Yes

b

Yes

No

Execute estimated 
laser trajectories

No

Proceed

Fig. 3. Control flow of LaserDex, with verbal commands “Move” (a) and “Stop” (b).
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Environment Mapping

In the process of environment mapping, a dense 3D global map is
created to represent the surfaces of the robot’s unknown surround-
ings. This map is built based on both RGB and depth images
simultaneously captured from an RGB-D camera mounted on the
robot end effector. First, a 3D point cloud of the environment is col-
lected by following a predefined path. To collect the 3D point cloud,
we selected real-time appearance-based mapping (RTAB-Map)
(Labbé and Michaud 2019), a well-known visual simultaneous
localization and mapping (SLAM) algorithm. In contrast to other
visual SLAM methods [e.g., ORB-SLAM2 (Mur-Artal and Tardos
2017)], RTAB-Map constructs a dense 3D map of indoor environ-
ments, a feature that is particularly beneficial for our study’s need for
precise interaction within the environment (de Jesus et al. 2021).
RTAB-Map is an RGB-D graph-based SLAM approach based on an
incremental appearance-based loop closure detector (Labbé and
Michaud 2019). The loop closure detector uses a bag-of-words ap-
proach to determinate the likelihood that a new image comes from a
previous location or from a new location. When a loop closure hy-
pothesis is accepted, a new constraint is added to the map’s graph,
and a graph optimizer then minimizes the errors in the map. A
memory management approach is used to limit the number of loca-
tions used for loop closure detection and graph optimization, so that
real-time constraints on large-scale environments are always re-
spected (Labbé and Michaud 2019).

Next, the triangle meshes are generated from the dense point
cloud using a Poisson surface reconstruction method (Kazhdan
et al. 2006). RTAB-Map’s ability to produce such detailed 3D maps
enables the generation of high-quality triangle meshes that accu-
rately represent the surfaces in the environment. These precollected
meshes are saved as a global map, which can be used to estimate
spatial locations on the surface of the environment, as indicated by
the human operator.

Deictic Gesture Recognition

The ability to accurately estimate pointing direction is crucial for
spatial referencing, but there is currently no single, widely accepted
method for estimating pointing direction (Ürkmez and Bozma
2022). Researchers have proposed several pointing ray casting
techniques, classified based on the origin of the ray (Mayer et al.
2018; Strazdas et al. 2022). These techniques include (1) head ray

cast (HRC), which defines the ray using the orientation of the head;
(2) eye–finger ray cast (EFRC), which uses the dominant eye po-
sition as the root of the ray; (3) forearm ray cast (FRC), which uses
the position of the elbow of the pointing arm as the root; and
(4) shoulder–finger ray cast (SFRC), which uses the shoulder po-
sition as the root. In this study, to enhance computational efficiency
for HRI in situ, we employ the position of the wrist as a proxy for
the position of the index finger. Likewise, considering the practical
constraints associated with using eye gaze in construction environ-
ments, as discussed in Section “Deictic Gesture–Based Spatial
Tasking,” we substitute the position of the head for the dominant
eye position used in EFRC. We apply four modified ray casting
techniques, namely shoulder–wrist ray cast (SWRC), head–wrist
ray cast (HWRC), elbow–wrist ray cast (EWRC), and head ray
cast (Fig. 5).

Yoon et al. (2021, 2023) demonstrated that vision-based deictic
gesture recognition using SWRC can potentially be applied to HRI
for spatial referencing in large-scale environments. Fig. 5 shows the
normalized inclination angles and distance errors by four ray cast-
ing techniques during the interaction period. The three inclination
angles represent the angles between the ray vector and the x-, y-,
and z-axes. SWRC provides a relatively stabilized ray vector, re-
sulting in consistent and precise pointing estimation (Fig. 5). These
results are in line with those of previous studies that have shown
that the pointing estimation using SWRC offers better accuracy
than other methods (Jevtić et al. 2015; Strazdas et al. 2022).

The center of Fig. 6 shows the data flow diagram of the deic-
tic gesture recognizer. The positions of the user’s arm joints
(i.e., shoulder, elbow, and wrist) are estimated in real-time through
3D human pose estimation (Zimmermann et al. 2018). This ap-
proach leverages robust human key-point detectors for RGB
images and incorporates depth information for lifting into 3D
(Zimmermann et al. 2018). The prediction of whether the user is
pointing is made by applying a threshold to the angle of the elbow
joint, θe, as described by Yoon et al. (2023). We set the threshold
to 45°, i.e., θe < 45° indicates pointing. Assuming that it is known
that the gesture ray intersects with a triangle from the mesh with
index, i, the intersection point P can be estimated as follows:

P ¼ Ps þ
ni · ðV0 − PsÞ

ni · vsw
· vsw ð1Þ

Deictic Gesture 
Recognizer

Laser Pointing 
Estimator

Robot-Mounted
RGB-D Camera

Robot Motion 
Planner

Environment
Mapping

Speech 
Recognizer

Bluetooth 
Microphone

Audio Text command

Robot Server

Position
command

Joint states

Fig. 4. System architecture for LaserDex.
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Elbow-Wrist Ray Cast (EWRC)

Shoulder-Wrist Ray Cast (SWRC)

Head-Wrist Ray Cast (HWRC)

Head Ray Cast (HRC)

Fig. 5. Normalized inclination angles and distance errors of different ray casting techniques.

Deictic Gesture Recognizer

H
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or
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n

Laser Pointing Estimator

Laser point detection

Raw 2D laser point

3D transformation

Laser pointing

(RGB D Camera)

Filtered 2D laser point

Environment Mapping

Visual SLAM

Dense point cloud 

Scene reconstruction

Deictic Gesture RecognizerDeictic Gesture Recognizer

Human pose estimation

(a) (b)

Right arm joints 3D keypoints

Pointing ray estimation

Mesh ray casting

Ray vector in world frame

Deictic gesture

(RGB D Camera)

Fig. 6. (a) Data flow diagram for deictic gesture recognizer; and (b) laser pointing estimator.
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where Ps = origin of the ray, which is the position of the user’s
shoulder in SWRC; vsw = ray vector from the shoulder to the wrist
joint; ni = normal vector of the intersection triangle with index i;
and V0 = one of the vertices of the intersection triangle. The inter-
section point, P, represented in the world coordinate system, is re-
garded as the target location and is used to direct the robot toward
the detection pose. To prevent collisions with the workpiece, we set
an offset of 30 cm in the direction of ni.

Speech Recognition

Verbal cues are used to command the robot to move or stop. To
identify these verbal cues from the user’s spoken words, a speech
recognition algorithm was implemented using the Google Speech-
to-Text API. This API takes audio input and converts it into text
transcriptions using deep learning algorithms.

Laser Pointing Estimation

When the robot transitions its pose to face the human’s RoI, the
human gives detailed spatial goals for completing the task by using
dynamic laser pointing. Fig. 6(b) shows the data flow diagram
of the laser pointing estimator. To ensure accurate estimation and
interpretation of dynamic laser pointing, three procedures are pro-
posed in the following subsections, namely laser point detection,
tremor reduction, and a trajectory shape-fitting algorithm.

Laser Point Detection
The visual detection of the location of a laser point involves several
steps. First, the input RGB image IRGB is converted into a hue-
saturation-value (HSV) image IHSV. To segment the laser contour
area within the HSV image, specific ranges are assigned to each
layer. In this study, the color of the laser point is assumed to be red;
thus, the hue layer is limited to a range [330°–358°], the saturation
layer is limited to [10%–100%], and the value layer is limited to
[78%–100%]. The laser point coordinates ðxl; ylÞ are obtained by
calculating the center of mass of the contour

Mij ¼
X
x

X
y

xiyjIHSVðx; yÞ ð2Þ

xl ¼
�
M10

M00

�
; yl ¼

�
M01

M00

�
ð3Þ

where IHSVðx; yÞ = intensity value of the pixel at coordinates ðx; yÞ
within the contour; and Mij = ðiþ jÞth order image moment of
IHSVðx; yÞ. The 2D coordinates in the image plane then are trans-
formed into 3D space using the camera’s intrinsic parameters based
on the pinhole camera model (Sprute et al. 2019)

CL ¼
�
xl − cx
fx

dl;
yl − cy
fy

dl; dl

�
T

ð4Þ

where dl = depth value of the corresponding pixel in the depth im-
age; fx and fy = focal lengths of the camera; cx and cy = principle
coordinates of the camera; and CL = 3D laser point coordinates in
the camera frame. Finally, the 3D coordinates of the laser point
from the camera frame CL are transformed to the world frame WL
as follows:

WL ¼ C
WR

TCL − C
WR

TC
Wt ð5Þ

where C
WR and C

Wt = rotation and translation from the world frame to
the camera frame, respectively, obtained from the extrinsic camera
parameters (Fig. 7). The intrinsic and extrinsic camera parameters
are acquired through a calibration process.

Laser Tremor Reduction
One of the challenges in tracking laser movements is the user’s
natural hand tremor. This hand tremor causes jitters in the laser
spot, making it difficult to keep the laser focused on a particular
surface of the environment or screen (Chung and Kim 2013).
Although it is not possible to completely eliminate hand tremors
without using an additional mechanical device (Matveyev et al.
2003), it is possible to systematically reduce jitters in the raw data
collected during certain periods using various smoothing methods.
Fig. 8 shows sample raw data which include these tremor-induced
jitters, and postprocessed trajectories using the moving average fil-
ter (MAF), single exponential smoothing (SES), double exponen-
tial smoothing (DES), and one Euro filter (OEF). These algorithms
produce smoothed trajectories that are less affected by jitters. Each
of these algorithms was implemented in LaserDex and tested in the
user study to quantitatively gauge their performance in mitigating
hand tremors.

Laser Trajectory Shape-Fitting
The shape-fitting procedure converts smoothed laser trajectories
into a rectangular shape, which allows the robot to execute the cor-
responding task. The rectangle-fitting (RF) algorithm takes as an
input a set of 2D points in R2 and outputs the rectangle’s central
coordinates Pc ¼ ðxc; ycÞ, rotation angle θ of the rectangle around
Pc, width w, and height h (Fig. 9). Given a set of m data points,
S ¼ fðxi; yiÞji ¼ 1; 2; : : : ;mg, observed coordinate Pi ¼ ðxi; yiÞ,
and the parameters β ¼ ðxc; yc; θ;w; hÞ, the process of fitting a
rectangle can be described as a least-squares problem, which can
be solved using optimization algorithms, such as the Levenberg–
Marquardt algorithm (Gavin 2019)

min
β

Xm
i∈S

r2i ð6Þ

where the residuals ri are given by

ri ¼ dðPi;QiÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi − xicpÞ2 þ ðyi − yicpÞ2

q
ð7Þ

Fig. 7. Illustration of the camera frame ðXC;YC;ZCÞ, world frame
ðXW ;YW ;ZWÞ, and robot frame ðXR;YR;ZRÞ. The world frame and the
robot frame are aligned in this study. The transformation matrix from
the world frame to the camera frame is represented as C

WT ¼ ½CWRjCWt�.
(Image by Sungboo Yoon.)
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Qi ¼ ðxicp ; yicpÞ ¼ gðPi; βÞ ð8Þ

where gðPi; βÞ is a function that calculates the coordinates of the
closest point on the rectangle based on the observed coordinate Pi
and the parameters β.

Robot Motion Planning

Sections “Gesture Recognition” and “Laser Pointing Estimation”
explored the process of obtaining the desired positions and orien-
tations of the robot tool center point (TCP) based on the user’s spa-
tial instructions. When the TCP is determined, motion planning
is performed. For motion planning, we employ the stochastic tra-
jectory optimization for motion planning (STOMP) (Choi et al.
2022; Kalakrishnan et al. 2011) algorithm, which is known for
its ability to generate smooth trajectories in real time (Mainprice
and Berenson 2013). However, during the execution phase, we as-
sume that the workpiece is positioned on the ceiling, parallel to the

ground. As a result, the tool-point orientation is implemented as a
Cartesian path constraint, ensuring that the tool-point stays upright
throughout the task execution.

Experiments

To assess the advantages of using LaserDex, we conducted a com-
parative user study. During this study, participants interacted with a
colocated robot (within approximately 2.5 m) and tasked it with
cutting a rectangle in a drywall. To enhance user immersion and
provide contextual cues of a real-world jobsite, the interfaces were
evaluated in a realistic construction site setting with unfinished con-
crete walls and drywalls.

Participants

After approval by the Institutional Review Board (IRB) at Seoul
National University (IRB 2306/001–004), we recruited a total of
11 participants, six male and five female, with an age range from
18 to 25 years [23.1� 1.97 (mean� standard deviation)]. Six of the
participants were undergraduates and five were graduate students.
Selection criteria included participants with knowledge of construc-
tion to better ground our results in real-world construction and to
ensure that they understood the context of drywall finishing. None
of the participants had prior experience in (tele)operating robotic
arms. In terms of experience with joystick-operated video games,
four participants reported no prior experience, whereas seven par-
ticipants reported playing such games only on a yearly basis.
Participants were compensated with approximately $15.

Hardware Setup

Fig. 10 shows the robotic setup used in the experiments. The
hardware configuration consisted of a KUKA KR 6 R900 6-DoF
(KUKA AG, Augsburg, Germany) manipulator mounted on a mo-
bile table lift [Fig. 10(a)]. The robot’s end effector was equipped
with a Makita 3706 drywall cutting tool and an Intel RealSense
D435 RGB-D camera [Fig. 10(b)]. The Makita 3706 (Makita Cor-
poration, Anjo, Japan) drywall cutting tool is capable of operating
at a maximum speed of 32,000 rpm for cutting purposes. The Intel
RealSense D435 RGB-D camera (Intel Corporation, Santa Clara,

Fig. 8. Sample results of raw laser point data and smoothed trajectories using four smoothing algorithms. Ground truth refers to the actual position
of the targeted shape. MAF = moving average filter, SES = single exponential smoothing, DES = double exponential smoothing, and OEF = one
Euro filter.

Fig. 9. Geometric definitions for the rectangle fitting and residual
function.
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California) provides 640 × 480-pixel RGB and depth images at a
frame rate of 30 frames=s (FPS). Fig. 10(c) illustrates the dimensions
of the manipulator and coordinate system of each joint. Based on this
information, we set the radius of task limit sphere to 850 mm.

Baseline: Handheld Controller Interface

For comparison, we chose a handheld controller interface as the
baseline. Handheld controllers, such as joysticks, have gained
widespread use in interfaces for construction machines and robots
(Okishiba et al. 2019) This conventional acceptance of handheld
controllers in construction robotics ensures an effective evalua-
tion of LaserDex’s performance in real-world applications. Fig. 11
shows the handheld controller used in this study; the three trans-
lational and three rotational dimensions of the robot’s TCP were
mapped to two analog joysticks and a button of an Xbox 360
(Microsoft Corporation, Redmond, Washington) controller.

Task and Procedure

We designed a within-subjects experiment in which each par-
ticipant completed two spatial tasks cutting a rectangle in a 2 ×
10-mm-thick drywall, using LaserDex and the handheld controller
interface. Based on an a priori power analysis [α ¼ 0.05; ð1 − βÞ ¼
0.80], the minimum required sample size was determined to be
10 pairs (10 samples for each condition).

Before starting the experiment, the participants were assigned
randomly on a first-come, first-served basis to one of two groups.
When one group reached its limit of five participants, any additional
participants were assigned to the other group. In the experiment,

one group used LaserDex first and then the handheld controller
interface, and the other group conducted the two tasks in the reverse
order to mitigate any potential learning effect on the measured
performance.

In each experimental condition (LaserDex and handheld con-
troller), participants were asked to specify the trajectory of the
rectangular cut on the drywall in order to spatially task the robot.
The participants were allowed to determine the direction of the
path themselves. To ensure consistency in performance across par-
ticipants and interfaces, other factors—such as the initial positions
of the robot and human (approximately 2.5 m apart), the initial
robot configuration, and the speed of robot motion—were kept
constant. The drywall was affixed to a metal stud frame suspended
from the ceiling. The dimensions of the rectangular opening were
10 in. (254 mm) wide × 6 in. (152.4 mm) high, based on the spec-
ifications of the steel air grill intended for installation in the open-
ing. This rectangular shape was presented on the drywall by printed
targets to give a visual guidance only for the participants.

In the LaserDex condition, participants used a laser pointer and
a Bluetooth microphone. The experimenter provided necessary
training on using deictic gestures, verbal commands, and the laser
pointer to spatially task the robot. The participants were instructed
to indicate the central point of the rectangular target with the deictic
gesture to guide the robot for a proper FoV for detecting the laser
points. However, the experimental instructions did not include spe-
cific guidance on how to perform the deictic gestures, except the
instruction to use only their right arm.

In the handheld controller interface condition, participants used
an Xbox 360 joystick controller. Participants received training on
the mapping between joystick axes and the robot, as described
in the “Baseline: Handheld Controller Interface” section. Each par-
ticipant performed a single test for each interface condition. They
were allowed to practice the interaction methods until they felt
confident about using them.

Upon completing both conditions, participants were asked to fill
out a questionnaire regarding their experiences.

Measures

In this study, we used both objective and subjective measures to
compare the task performance and the user experience between
the two interfaces. The three objective measures were intersection
over union (IoU) between the ground truth target Bgt and the esti-
mated box trajectory of the robot’s TCP Beb (Fig. 12), the total task
completion time, and the trajectory length. In this study, the robot

e

Drywall cutting tool

RGB-D camera

Tool mount

6-DoF manipulator

Mobile table lift

(a) (b) (c)

Tool center point

12
76

16
20

901.5851.5

Fig. 10. Hardware setup used in this study: (a) hardware configuration; (b) end-effector detail; and (c) dimensions and coordinate systems of KUKA
KR 6 R900. (Images by Sungboo Yoon.)

X-axis

Y-axis

Z-axis

YawPitch

Roll

Fig. 11. Handheld controller (Xbox 360 controller) used in this study
and its six-DoF mappings.
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performed dry runs of the given spatial tasks. Therefore, the objec-
tive measures were derived from the robot’s trajectories, rather than
physical cutting outcomes.

The IoU ratio quantified the degree of overlap (0%–100%) be-
tween the two rectangles—the ground truth target, and the esti-
mated box; it is a proxy metric for assessing the accuracy of the
robotic task, and is calculated as follows:

IoU ¼ areaðBgt ⋂ BebÞ
areaðBgt ∪ BebÞ

ð9Þ

During the experiments, the entire trials were recorded to measure
total task completion time offline. The starting time was defined as
the time at which the participants started the interaction with the
robot, and the finishing time was defined as the time at which the
participants validated that they finished their task. The task com-
pletion time was a proxy metric for assessing the efficiency of the
robotic task.

Additionally, for subjective measures, we adapted two question-
naires: the NASA Task Load Index (NASA-TLX) questionnaire,
and the System Usability Scale (SUS). The NASA-TLX is a

multidimensional rating procedure that derives an overall workload
score, ranging from 0 to 100, based on a weighted average of
ratings on six subscales: mental demand, physical demand, tempo-
ral demand, performance, effort, and frustration (Adamides et al.
2017). The higher the score, the higher is the perceived workload;
therefore, a lower score is preferred. Whereas the other subscales
used a rating scale ranging from very low to very high, the perfor-
mance question used a scale from perfect to failure. Therefore, a
lower score on the performance subscale also is preferable to a
higher score. The SUS consists of a 10-item questionnaire with five
response options for respondents, from strongly agree to strongly
disagree. The SUS score ranges from 0 to 100, and the higher the
score, the better is the perceived usability of the system (Adamides
et al. 2017).

Results

Objective Results

Fig. 13 shows the results of two objective metrics—IoU and task
completion time—as well as the trajectory length of the robot’s
TCP. We used a paired t-test to compare the performance of
LaserDex with the baseline handheld controller. In terms of task
accuracy and efficiency, LaserDex outperformed the baseline hand-
held controller. Participants using LaserDex achieved higher accu-
racy [tð10Þ ¼ −3.35;p < 0.01] and completed the task in less time
[tð10Þ ¼ 9.94;p < 0.0001] than those using the baseline handheld
controller. Notably, LaserDex not only had better average accuracy
but also had lower variance. The handheld controller resulted in
an IoU of 0.514� 0.270 (mean� standard deviation), whereas
LaserDex achieved 0.830� 0.074. Moreover, the trajectory length
of the robot’s TCP was significantly shorter [tð10Þ ¼ 13.3;p <
0.0001] when using LaserDex, a trend which is depicted in the
trajectories [position; orientation is omitted for clarity (Cui et al.
2023)] of all participants in Fig. 14(b). In contrast, the trajectories
of the handheld controller [Fig. 14(a)] were less smooth and often
had movements that deviated from the intended target. This indi-
cates that novice users faced difficulties in understanding and align-
ing with the control mechanisms of the manipulator, even though

Fig. 12. Illustration of the intersection over union of two boxes. The
shaded area is the intersection of the two boxes; the area of the outer
boundaries is the union of the two boxes; and the IoU is the ratio of
these two areas.

Handheld controller

(a) (b) (c)
LaserDex

**

Handheld controller LaserDex Handheld controller LaserDex

**** ****

Fig. 13. Results of our objective metrics: (a) IoU; (b) task completion time; and (c) trajectory length of the robot’s tool center point (TCP). Lines
connect paired data points from the same participant. **p < 0.01; ****p < 0.0001.
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they received sufficient training on task space control with the
handheld controller (Losey et al. 2022). LaserDex had smoother
and more-accurate trajectories [Fig. 14(b)], allowing participants
intuitive control without the need to consider control strategies.

For a clearer understanding of LaserDex’s workflow, an exam-
ple task sequence of the trial performed by Subject 4 is shown in
Fig. 15. The trial took a total of 37 s, with 26 s spent on interaction
and an additional 11 s for robot execution. The interaction using
deictic gestures took approximately 2 s, 4 s were required for the
system to recognize the verbal cues, and the interaction using a
laser pointer took 9 s.

Fig. 16 shows the sample results of the four smoothing algo-
rithms. Each of the four sets of original data points was selected
randomly from 11 participants. In this study, from the set of 2D
data points, the minimum bounding box was calculated by finding
the extreme coordinates along the x- and y-axes. The results dem-
onstrate that the minimum bounding box algorithms tended to be
less accurate than the rectangle-fitting algorithms. Additionally, the

results show that the OEF with rectangle-fitting method produced a
rectangle that closely matched the ground truth.

Furthermore, to investigate quantitatively the effects of the pro-
posed methods for laser instruction estimation, the IoUs of the four
smoothing algorithms and the two rectangular shape estimation
algorithms for 11 participants are shown in Fig. 17(a). The param-
eters for each of the four smoothing algorithms were optimized
through empirical search, and the resulting values are reported in
Table 1. Among the smoothing methods, OEF, a first-order low-
pass filter, outperformed the others for both the minimum bounding
box and rectangle-fitting algorithms. Moreover, OEF is fast, simple
to tune, and offers a good trade-off between precision and latency
(Baloup et al. 2019; Casiez et al. 2012). In terms of rectangular
shape estimation, the rectangle fitting algorithm, described in the
“Laser Trajectory Shape-Fitting” section, significantly increased
the IoUs of smoothed points compared with the minimum bound-
ing box algorithm for the SES [tð10Þ ¼ −5.66;p < 0.001], DES
[tð10Þ ¼ −5.92;p < 0.001], and OEF [tð10Þ ¼ −3.00;p < 0.05].

Fig. 14. Robot TCP trajectories: (a) handheld controller; and (b) LaserDex. The solid circle represents the initial position of the robot TCP, and the
hollow rectangle represents the ground truth target.

6s0s 2s 13s 22s 37s26s

Move towards RoI ExecutionRobot

Laser pointing estimationDeictic gesture Laser pointing

Speech

Local refinementGlobal guidance

(a) (b)

Fig. 15. Example task sequence: (a) deictic gesture recognition; and (b) laser pointing estimation.

© ASCE 04024012-11 J. Comput. Civ. Eng.

 J. Comput. Civ. Eng., 2024, 38(3): 04024012 

D
ow

nl
oa

de
d 

fr
om

 a
sc

el
ib

ra
ry

.o
rg

 b
y 

SE
O

U
L

 N
A

T
IO

N
A

L
 U

N
IV

E
R

SI
T

Y
 L

IB
 o

n 
03

/1
0/

24
. C

op
yr

ig
ht

 A
SC

E
. F

or
 p

er
so

na
l u

se
 o

nl
y;

 a
ll 

ri
gh

ts
 r

es
er

ve
d.



In the case of the MAF, however, the minimum bounding box
algorithm was shown to be statistically significant for increasing
the IoUs [tð10Þ ¼ 2.27;p < 0.05)]. These results suggest that the
OEF with rectangle-fitting is the most robust and accurate method
for estimating dynamic laser trajectories. Fig. 17(b) illustrates
the results of the OEF + RF method and the original data points.
Statistical analysis using the paired t-tests showed that the IoUs of
estimated rectangles significantly increased using the OEFþ RF
method [tð10Þ ¼ −7.28;p < 0.0001].

Subjective Results

Fig. 18 shows the results of two subjective questionnaires.
Fig. 18(a) shows the perceived workload (NASA-TLX index).
Averaging all six subscales with weighted scores shows that
the handheld controller scored 54.4� 19.6, whereas LaserDex
achieved a better score, 46.8� 23.2. However, no statistically sig-
nificant differences were observed in the average scores. The sub-
scales also showed no statistically significant differences, except
for the mental demand [tð10Þ ¼ 2.68;p < 0.05]. Fig. 18(b) shows
the results of the SUS. Participants perceived LaserDex as more
usable [tð10Þ ¼ −5.11;p < 0.001] than the handheld controller
(83.4 versus 62.5, out of 100).

Discussion

Construction robots require novel human–robot interfaces to lever-
age the benefits of both intuitiveness and precise robotic operation.
However, these advantages act as contrasting objectives for design-
ing and modeling human–robot interfaces based on deictic gestures
(Carfi and Mastrogiovanni 2021). To address this challenge, this

MAF SES DES OEF

Ground truthMin. bounding boxRectangle fitting Original data point

Fig. 16. Sample results of the estimated rectangle by smoothing algorithms from four different participants.

Original
data point

(a) (b)

****

OEF + RF

*** *** **

Original data point

Min. bounding box

Rectangle fitting

Fig. 17. IoU ratios: (a) four smoothing algorithms and two rectangular shape estimation algorithms; and (b) proposed method (OEF + RF) versus
original data point. Lines connect paired data points from the same participant. *p < 0.05; ***p < 0.001; ****p < 0.0001.

Table 1. Parameters of different smoothing methods and their values

Smoothing method Parameter Value

Moving average filter (MAF) Window size 8

Single exponential smoothing (SES) α 0.9

Double exponential smoothing (DES) α 0.9
β 0.1

One Euro filter (OEF) Min cutoff 0.173
β 0.01
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study proposes LaserDex, a human–robot interface that inte-
grates deictic gestures and dynamic laser pointing and presented
a computational method to accurately and efficiently interpret spa-
tial tasks.

An intuitive human–robot interface enables construction work-
ers, regardless of their prior experience with robots, to quickly learn
how to interact with the robot and exert control. LaserDex facili-
tates seamless and user-centered HRI by incorporating multiple
input streams, specifically deictic gesture, speech, and laser point-
ing. The results of the user study involving nonexpert participants
demonstrated a significant enhancement in perceived usability
compared with the baseline, particularly in the context of construc-
tion tasks involving far-to-reach targets that require significant
changes in the robot’s configuration for execution.

Moreover, by applying dynamic laser pointing with smoothing
using the OEF algorithm and rectangular shape estimation using the
RF method, LaserDex showed noteworthy accuracy in estimating
spatial tasks, particularly in addressing the challenges associated
with deictic gestures, such as limited coverage and accuracy within
3D workspaces. Fig. 19 shows the distance errors with and without
laser pointing. For the deictic gesture only condition, the distance
error was calculated as the Euclidean distance between the central
point of the ground truth target and the estimated target point at
the time the user gave verbal cues. For the deictic gesture plus
laser pointing condition, the distance error was calculated as the
Euclidean distance between the central point of the ground truth
target and the central point of the estimated rectangle. Without laser
pointing, relying solely on deictic gestures, the average distance
error for LaserDex was 228� 141 mm, whereas for deictic ges-
tures with laser pointing, the average distance error was 11.4�
5.15 mm. The results show that implementing a laser pointing
strategy in LaserDex not only significantly enhances the accuracy
of spatial location estimation [tð10Þ ¼ 5.05;p < 0.001], but also
improves robustness and repeatability, as evidenced by the low
variance among participants.

Furthermore, these results were found to be competitive with
those of related research conducted in other domains, including
robotics. Table 2 presents distance errors from previous studies.
Interfaces from other domains were tested mostly on close-proximity
tabletops, whereas this study focused on scenarios with more-distant
targets. This underscores the relevance and applicability of
LaserDex in real-world scenarios in which construction robots
operate within expansive 3D workspaces.

LaserDex has the potential to empower construction robots—
such as drywall finishing robots (Canvas 2022), wall plastering
robots (Okibo 2022), and concrete drilling robots (Hilti 2020)—
to interact effectively with human workers in improvising spatial
locations (e.g., positions, orientations, and areas). This aligns with
the results of Kim et al. (2022), who outlined the preferences of
architecture finishing groups in improvising their tasks with hu-
man skills. By enabling human workers to collaborate with robots
in situ, LaserDex potentially can help to address the concerns of
workers who fear losing control over their work and can maintain
their professional autonomy.

Three limitations of this study need to be addressed in future
research. First, the robot pose was fixed at a predefined distance

***

Handheld
controller

LaserDex
LaserDex

(a) (b)
Handheld controller

*

Fig. 18. Results from two subjective questionnaires: (a) NASATask Load Index (NASA-TLX), in which a lower score is preferable; and (b) System
Usability Scale (SUS), in which a higher score is preferable. *p < 0.05; ***p < 0.001.

***

Deictic gesture
only

Deictic gesture +
Laser pointing

Fig. 19. Distance error. For deictic gesture only, the error is the
Euclidean distance between the central point of the ground truth target
and the estimated target point at the time the user gave verbal cues.
For deictic gesture plus laser pointing, the error is the Euclidean dis-
tance between the central point of the ground truth target and the central
point of the estimated rectangle. ***p < 0.001.
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from the workpiece for continuous observation of the dynamic
laser pointing using the RGB-D camera. However, in situations
in which the workspace is constrained and securing an adequate
offset from the workpiece is not possible, or when the content of
the spatial task is considerably large, the robot may lose track of
the laser pointing, resulting in data loss in the laser trajectories. To
ensure seamless HRI in construction, we suggest that future work
should investigate the integration of a FoV adjustment mechanism
to dynamically reposition the robot pose before losing track of the
laser pointing.

Second, we utilized an Xbox controller as a proxy for the hand-
held controllers in construction robotics. Although this choice was
made because of the general acceptance of gaming controllers as
teleoperation interface for robotic arms, we acknowledge that this
is a simplifying assumption. Future work should investigate the
use of authentic control devices that fully represent the control
mechanisms and interface design of handheld controllers utilized
in the field.

Third, our participant demographic comprised students with
a background in construction, but not professional construction
workers. Therefore, although our results reflect the interaction
between nonexpert humans in robotics and robots, they may over-
look the hands-on experience and knowledge that professional
workers bring to the drywall cutting task when operating a
robotic arm. Future work should investigate how construction
expertise impacts the task performance and user experience of
LaserDex.

Conclusion

This study addresses the challenges of human–robot collaboration
in construction jobsites by proposing a human–robot interface that
enables in situ spatial tasking. Our resultant interface, LaserDex,
aims to provide an effective and intuitive means of operating con-
struction robots, enabling construction workers to communicate
spatial goals without the need for extensive training in robotics.

The results of our study showed that deictic gestures can be
implemented successfully in distant spatial tasking, with the assis-
tance of laser pointing. LaserDex achieved a distance error of only
11.4 mm, outperforming similar deictic gesture–based interfaces
in other domains. Moreover, the proposed method—which inte-
grates laser spot detection, laser trajectory smoothing using the
OEF algorithm, and rectangular shape estimation using the RF
algorithm—was found to be precise and robust in interpreting spa-
tial tasking for target areas. The proposed method achieved an IoU
of 0.830, with less variation among participants compared with the
baseline handheld controller. Last, subjective results also suggest
that this intuitive and natural interaction method enhances per-
ceived usability; LaserDex received higher scores in the SUS than
did the baseline.

The integration of deictic gestures and laser pointing in a
human–robot interface contributes to both precise robotic operation
and intuitive HRI. These findings highlight the potential of our
interface as a viable alternative to conventional handheld con-
trollers in the context of in situ construction task improvisations.

Table 2. Distance errors of LaserDex and deictic gesture–based interfaces in other domains

Interaction input Estimation technique Experimental setup
Distance error

(mean� standard deviation) Reference

Deictic pointing +
laser pointing +
speech

Vision-based pose
estimation

Target selection task using robot arm.
Rectangular target area on ceiling.
Human–target distance = 2.5 m.

11.4� 5.15 mm Present study

Deictic pointing Marker-based six-DoF
motion capture system

Target selection task; 80 virtual
targets (16 × 5 grid, 360° rotation).
Human–target distance = 4 m.

400 mm Mayer et al. (2020)

Deictic pointing IMU-based pose
estimation and motion
capture system

Quadrotor landing task. Four landing
targets at corners of flying arena with
edges of 3.6 m. Subjects located in
middle of arena.

70.0 mm Gromov et al.
(2020)

Deictic pointing Vision-based pose
estimation

Object grasping task using robot arm;
27 objects on floor. Human–robot
distance = 2.0 m.

52.9� 59.4 mm Hu et al. (2022)

Deictic pointing Motion sensor–based
hand recognition

Target selection task. Virtual target
markers on interactive LED monitors.
Distance to target plane = 0.4 m.

50 mm Čorňák et al.
(2021)

Deictic pointing Vision-based pose
estimation

AMR navigation task. Human–target
distance = 4.0 m.

50 mm Ikeda et al. (2023)

Deictic gaze or head
pose

Eye tracking glasses and
motion capture system

Waypoint selection task using robot
arm. Five waypoints on tabletop.
Human–target distance = 0.3–1.1 m.

DG: 27.4� 21.8 mm; HP:
19.0� 15.7 mm

Wöhle and
Gebhard (2021)

Deictic pointing +
head pose

Vision-based hand and
face detection

Mobile robot navigation task; 25
targets on floor. Human–target
distance = 1.5–5.5 m.

161� 19 mm (at 1.5 m);
484� 123 mm (at 5.5 m)

Azari et al. (2019)

Deictic pointing +
head pose + speech

HMD-based head pose
estimation

Object selection task for pick-and-
place using robot arm. Five cylinder
targets on table. Human–target
distance = 0.3–0.5 m.

10.0� 3.0 mm Krupke et al.
(2018)

Note: IMU = inertial measurement unit; AMR = autonomous mobile robot; and HMD = head-mounted display.
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The authors’ ongoing research explores different forms of spatial
tasks. The authors envision several variations of spatial tasks,
beyond the rectangular-shaped opening examined in this study,
which can expand the applicability of LaserDex to a broader spec-
trum of construction tasks.

Data Availability Statement

Data will be made available on request.
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